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MESSAGE FROM THE VICE CHANCELLOR
,Q = ' University of Peradeniya

1 e

It is indeed a pleasure to write this message erptitasion of the'8Peradeniya
University International Economics Research Sympuos{(PIERS) — 2020 to be
held on 18 December 2020. Although there are many hurdles rasttictions
related to prevailing pandemic situation the symyasn this year is a remarkable
achievement which focuses on the facing of econ@né social challenges in the
context of Covid 19.

| have no doubt that this symposium will createabuable platform for economic
researchers from international and national lewaliscuss their research findings,
share the new knowledge and exchange their vievgs #he virtual mode of the
conference in this year would be a new experient®th organizers and presenters
of the symposium. The constructive feedback thatréisearcher would gather from
deliberations may pave the way to new frontienesearch.

On behalf of the University of Peradeniya, | wishexpress my deep gratitude to
the distinguished speakers at this symposium ake this opportunity to
compliment the Chairman and the Organizing Committbo had an enormous task
at their hands in organizing this event at a ctuerevironment to make a great
success.

| welcome all participants and presenters to thevéfeity of Peradeniya and wish
their participation at PIERS 2020, a memorableramdrding experience.

Professor Upul B. Dissanayake
Vice-Chancellor

University of Peradeniya

Sri Lanka
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MESSAGE FROM THE DEPUTY VICE
CHANCELLOR

University of Peradeniya

It iswith great pleasure that | send this message for the 8" Peradeniya International
Economics Research Symposium. This year the PIERS is going to be held with a
great difficulty amidst Covid-19 pandemic. | must appreciate the courage and the
efforts of the organizing committee in taking the whole responsibility in organizing
this event through all the barriers. It is indeed a pleasure to see the continuation in
2020 as well since thisis an important annual event in the calendar of the Faculty of
Arts, University of Peradeniya.

University of Peradeniya is well known for its research quality and impact,
international reputation with high global ranking achievements. The University is
productively engaged in nourishing the aspirations and values of the academia
Research symposia of this nature provide platforms for both the local and
international researchers to present their research findings and to make further
refinement of their knowledge through fruitful discussions. This is a great
opportunity offered by the Department of Economics and Statistics and | hope all
the in-house and on-line participants will make the maximum use of the symposium.

| wish to congratul ate the Head of the Department of Economics and Statistics, and
the organizers of this Symposium for the excellent job done.

Thank you.

Prof. S. H. P. Parakrama Karunaratne
Deputy Vice Chancellor

University of Peradeniya

Sri Lanka.
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MESSAGE FROM THE DEAN

Faculty of Arts, University of Peradeniya

| am honoured to convey this message of appreciation to the
| PIERS-2020 organized by the Department of Economics and
Statistics, Faculty of Arts, University of Peradeniya. In the
context of the health challenges posed by the Covid-19 pandemic, the hosting of this
kind of an annual event in the conventional mode of conferences would have been
extremely difficult and challenging. | would like to, especidly, appreciate the
Department for taking the initiative and working hard to organize the conference in
this difficult circumstance. | would like to assure the Department of Economics and
Statistics my fullest support and assistance to make the PIERS-2020 a success.

At times of crisis like this, conventional wisdoms of the existence of mankind and
the nature of human societies gets chalenged and questioned. The Covid-19
pandemic appears to be the biggest threat from the nature to the existence of
humankind for centuries. The invisible enemy of coronavirus has changed the
society, economy, and international relations, and some economic sectors and
industries have been completely wiped out which will never reemerged. It has
permanently changed the nature and scope of human relationships. The Covid-19
pandemic has taught us a crucial lesson that there is no natural space for differences
of various cultural and religious beliefs in defense against the pandemic. Only the
science and equal individual and social responses will persist that will find adefense
against the pandemic. Every human being irrespective of their cultures, religious
beliefs, and socia structures appear to face the same level of threat and risk from
Covid-19. This takes us to the principle that only the universal rights and liberties
that are established on the principle of one law to everybody is going to sustain.
Therefore, we, as humankind, are compelled to relook at our teachings and
philosophies about the economy, cultures, society, religious beliefs as well as
survival strategies of humankind for existence. All kind of sacred and non-sacred
ideas need to be critiqued to create this true equal space for the humankind. In this
context, | hope the PIERS-2020 will address some of the serious economic
challenges triggered and propagated by the Covid-19 pandemic.

| wish the PIERS-2020 a great success.

Professor OG Dayaratna-Banda
The Dean, Faculty of Arts, University of Peradeniya

Xi
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MESSAGE FROM THE DEAN
Faculty of Economics,
South Asian University, India

All of us are quite aware that the entire world is currently confronting an
unprecedented COVID-19 hedth crisis, which is devastatingly affecting all
segments of society. At the point when most activities are either halted or advancing
gradually because of this crisis, the endeavors of organising team members of the
Department of Economics and Statistics, University of Peradeniya, Sri Lanka, to
organise the PIERS-2020 conference in virtual mode are really commendable and
truly exemplary. The Faculty of Economics, South Asian University, India, is
pleased to go about as a shared accomplice for this event. The conference
programme has been planned very meticulously and incorporates both technical
sessions and invited paper presentations. | hope that activities at this conference will
keep the human spirit for learning alive. On behalf of the Faculty of Economics at
South Asian University, | wish the success of the PIERS-2020.

Professor Sunil Kumar
Dean, Faculty of Economics
South Asian University
India

Xii
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n MESSAGE FROM THE HEAD
Y =
VA Department of Economics and Statistics

University of Peradeniya

‘ | am honored to send this message of congratukatmal
appreciation for the'8 Peradeniya International Economics Research Sgimpo
(PIERS 2020) jointly organized by the DepartmentEgbnomics and Statistics,
Faculty of Arts, University of Peradeniya, Sri Lankand South Asian University
(SAU), New Delhi, India. The Department of Econosnée Statistics, University of
Peradeniya is the pioneer institute in economication and research in Sri Lanka
established in 1952 and successfully conductednsamnaual economic research
conferences since in 2013. THe BIERS is planned to be held onfMDecember
2020 under theme of “Stimulation economic Growtlfaoce economic and social
challenges during and post — Covid 19”. The pandesexpected to plunge most
countries into recession in 2020, with per capiteome contracting in largest
fraction of the countries globally. The PIERS 20&fh its foreign collaborators
mainly focuses the South Asian Economic Developnmsues under pressure of
Covid 19 pandemic within the Global context.

The quality of higher education provided by univigs influence by the
contribution of knowledge enhanced through reseafrtterefore, promoting the
research-teaching nexus of the university educatystem with the participation of
local and foreign experts; academics, researclgengelopment practitioners and
policy makers are expected to result better outsoaneong university students and
academics. The "B PIERS is expected to provide broader opportunifias
interactions among local and foreign academicgarehers, policy makers, public
officials and postgraduate and undergraduate stsdersharping their knowledge
and research experiences. | hope that 2020 PIER§etoerates new knowledge in
economics through research presentation that wiltrioute to global sustainable
development under pressure of Covid 19 pandemidniegrating the economic
dynamics of sub-national economy of Sri Lanka a6 ageother countries.

While | congratulate the foreign and local delegat®m various countries and
institutions, presenters and the organizing conemjtt wish for the PIERS 2020 all
success.

Professor H. M. W. Ariyarathna Herath
Head, Department of Economics and Statistics, BaofilArts,
University of Peradeniya, Sri Lanka

xiii
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MESSAGE FROM THE CHAIRPERSON

Department of Economics and Statistics
Univer sity of Peradeniya

| am indeed honored to send this message of caigtiahs and appreciation for thé 8
Peradeniya International Economics Research Sympo¢PIERS 2020) as a person
initiated this research conference in 2013 andQhairperson for PIERS 2020. The
Department of Economics & Statistics is the pionestitution in economic education and
research established in 1942 and successfully cvediupast seven annual economic
research conferences. Th& BIERS is planned to hold on fLecember 2020 mainly
focusing online mode due to prevailing COVID-19sigiunder the Theme: “Stimulating
economic growth to face economic and social chg#erduring and post - COVID 19”.

The main purpose of this event is improve the tyadf higher education through
developing and dissemination new knowledge throtegearch and dialogue with the
participation of local foreign experts; academresearchers and policy makers expected to
results better outcomes among university studentsiaademics. Thé"®IERS also as the
previous events, is expected to provide wider opares for interactions among local and
foreign Academics, Researchers, Policy Makers, ieubfficials and Postgraduate and
Undergraduate Students in sharping their knowleageresearch experiences through face
to face and online interactions

While I am congratulating the foreign delegatesspnters and Participants of PIERS 2020,
especially thanks to Prof. HMWA Hereath, Head thep&rtment of Economics and
Statistics, Prof. J.G. Sri Ranjith, the Coordinadd6rPIERS - 2020 and the members of
organizing committee for organizing PIERS 2020 withhitime brake even under the
COVID-19 crisis in the country. | also thank to Ptdpul B. Dissanayake the Vice
Chancellor, University of Peradeniya. Prof. O.G Brayne Banda, the Dean faculty of Arts,
University of Peradeniya for their support andpleemission granted to conduct this event.

I wish all the Success for PIERS 2020.
Professor S. Vijesandiran
Chairperson-PIERS 2020

Department of Economics and Statistics, Facultires,
University of Peradeniya, Peradeniya, Sri Lanka

Xiv
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MESSAGE FROM THE COORDINATOR

Department of Economics and Statistics
University of Peradeniya

A It is with great pleasure and pride as the cootdima write

ﬁ this message for the proceedings of theénference of the

Peradeniya International Economics Research Symposi
(PIERS — 2020), Peradeniya organized by the Depatinof Economics and
Statistics, University of Peradeniya under the thé8timulating economic growth
to face economic and social challenges during ast @OVID 19, scheduled to be
held on 18 of December 2020.

This year symposium is organized by the Departno¢iiconomics & Statistics,

University of Peradeniya, Sri Lanka with the cobliedtion of the South Asian
University (SAU), New Delhi, India, to provide arton for local and foreign

researchers, academics and graduate studentsmofbars in particular to present
their research findings, discuss, exchange an@ shaiknowledge gained for policy
making and practice.

We sincerely encourage academics/professionalsifpvaers of prestigious

institutions to participate in our symposium, as ttvould be an ideal forum to
discuss and exchange views upon the contemporarostc challenges locally
and globally amidst the outbreak of Covid 19’ pande Due to the current

socializing and travel restrictions, and institnab hygienic standards to be
maintained, the local participants from restricegdas and foreign participants in
particular will be given the opportunity to connagth the symposium via online
presentations. Furthermore, because of the goadaiggn and collaborative moves
of the symposium, this year we received a large bamof extended abstracts.
Nevertheless, considering the time restrictionthefsymposium we decided to limit
the number of technical sessions and thus reviewers compelled to select high
quality research papers only. | thank and appredditthe researchers for their
motivation and endeavor to send their researchrpapehe symposium.

On behalf of the organizing committee, | take tpportunity to extend my sincere
thanks to the Vice Chancellor, the Deputy Vice Gledlior and the Dean Faculty of
Arts, University of PeradeniyaDean Faculty of Economics, South Asian
University, Indiafor their collaboration for the symposium. Furthere | thank the
Keynote speaker Mr. Lakshman Siriwardena, Execufdieector, Pathfinder

XV
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Foundation for accepting our invitation to delivilre Keynote speech in the
symposium. My special thanks go to senior acadetaif members who reviewed
abstracts and accepted our invitation to extend swgpport chairing technical
sessions. | would like to express my sincere grdditto the Chairperson of PIERS
— 2020 and the Head, Department of Economics aatistts, University of
Peradeniya for their guidance and cooperation ee@rio me in organizing this
event timely and successfully. | also express nayitgide to all the members of the
organizing committee, external reviewers and supgtaff, my colleagues in the
department for their willingly and untiringly extéed support.

| also extend my sincere thanks to the authorspmadenters without whom this
event would not be a success. | would like to esprey appreciation to the sponsors
of the PIERS — 2020 which mainly consist of Postgede Institute of Humanities
and Social (PGIHS). am truly grateful to the members of the editodammittee
for their fullest support to complete the procegdincorrectly and timely.
Furthermore, | thank the Director — PGIHS, AssistRegistrar and the Senior
Assistant Bursar, of the Faculty of Arts for theooperation and fullest support
extended to this event. | thank the Chief Medic#ficer of the University for
providing us with health guidelines to be maintdias Covid prevention measures
and many other university administrative officem their immense help in
arranging the symposium logistics and various otheitities and services without
which this event would not have been a successlegktending my sincere thanks
to all who devoted their time and effort to make siymposium a reality and success,
| welcome the national and international reseaarhraunity for the symposium.

| wish everyone a productive, intellectually ingpiy memorable symposium!
Prof. J. G. Sri Ranjith
Coordinator/PIERS — 2020

Department of Economics and Statistics
University of Peradeniya

XVi
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Inauguratio
Date: fMecember, 2020
Venue: Conference Hall, PBS

Registration of Participants
Arrival of the Chief Guest
Lighting of the Oil Lamp
Welcome AddressHrgf. S. Vijesandiran
Chairperson, PIERS 2020
Opening Remarks drof. H. M. W. A. Herath
Head, Department of Economics and Statistics, Usityeof Peradeniya
Address byProf. O. G. Dayaratna Banda
Dean, Faculty of Arts, University of Peradeniya
Address byProf. S. H. P. Parakrama Karunarathne
Deputy Vice Chancellor, University of Peradeniya,Lanka
Highlights and Releasing of the Proceedings of BER2020
Address by Chief GueBtof. Upul B. Dissanayake
Vice Chancellor, University of Peradeniya, Sri Lank
Keynote Address biyir. Luxman Siriwardena
Executive Director, Pathfinder Foundation
Vote of Thanks bigrof. J. G. Sri Ranjith
Coordinator, PIERS - 2020
Refreshments
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10" DECEMBER, 2020

TECHNICAL SESSIONS: SESSION SUMMARY

11.00 a.m.-12.30 p.mTechnical Sessions | — IV

Session | -Theme: COVID-19 and the Economy

Sessionll -Theme: International Economics and Finance
Session lll - Theme:  Growth and Development

Session IV - Theme: Human Capital and Project Management

12.30 p.m. Lunch

01.30 p.m. — 2.30 p.m.Technical Sessions V — VIlI

Session V -Theme :  Agriculture and Farm Efficiency
Session VI - Theme: International Trade and Finance
Session VIl -Theme: Investment and Development
Session VIII - Theme:  Trade and Tourism

02.40 p.m — 3.10 p.m.Invited Speech
Dr. Muditha Karunarathna
Department of Economics and Statistics, FgooftArts,
University of Peradeniya, Sri Lanka

03.15 p.m. — 4.15 p.m.Closing Session

XXi
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Technical Session I: COVID-19 and Impact on Economy
Time: 11.00 a.m. — 12.30 p.m.
Venue: Room No. 207, First Floor, PGIHS
Chairperson: Dr. C. R. Abayasekara

Department of Economics and Statistics, Facultgrts,
University of Peradeniya, Sri Lanka

Discussant: Dr. T. N. Vidanage
Department of Economics and Statistics, Facultjuts,
University of Peradeniya, Sri Lanka

11.00 a.m. — 11.05 a.mOpening Remarks by Chairperson

11.05 a.m. — 12.05 p.mPresentations:

1.

The Impact of COVID-19 on Tourism Sector MSEs asdResilience: A Case Study of
Arugam Bay- Sri Lanka
J. Sujeeva

A Study of Emergency Learning-Teaching Methods THl) Implemented by the
Stakeholders of Kandy Educational Zone (KEZ) dyi@OVID-19 Pandemic
R. Gangahagedara, Wasantha Athukorala and Mditha Karunarathna

Impact of COVID 19 on Own Account Workers in Srirlka
D. N. Ranawaka and I. S. Thennakoon

The Deepening Crisis of Global Capitalism in theeAgf COVID-19: Why Marx was
Right?
Kalpa Rajapaksha

12.05 p.m. — 12.20 p.m Remarks by the Discussant

12.20 p.m. — 12.30 p.m.Closing Remarks by the Chairperson

XXii



Peradeniya International Economics Research Sympogi020

Technical Session Il: International Economics and lance

Time: 11.00 a.m. — 12.30 p.m.
Venue: Room No. 301, Conference Hall, Second Fle@&iHS

Chairperson: Prof. S. J. S. de Mel
Department of Economics and Statistics, Facultjurts,
University of Peradeniya, Sri Lanka

Discussant: Dr. T. Vinayagathasan
Department of Economics and Statistics, Facultgrts,
University of Peradeniya, Sri Lanka.

11.00 a.m. — 11.05 a.mOpening Remarks by Chairperson

11.05 a.m. — 12.05 p.mPresentations:

1. An Empirical Analysis of Current Account Determinsun Sri Lanka
R. M. M. Mayoshi and T. N. Vidanage

2 AnInvestigation of Factors Affecting the ExchariRggte in Sri Lanka
S.Mathusha

3. The Relationship between Sustainability Reportind Binancial Performance of Listed
Companies in Sri Lanka
W.A.P.L. Sandali, W.K.N.C. Gunathilake, M.G.C.D. Deshapriya, M.A.C. Nirman,
A.A. Lokeshwara and R.S. Weerarathna

The Twin Deficits Hypothesis in Sri Lanka: An Econetric Analysis
A.J.F. Shifaniyaand T. Rajeswaran

12.05 p.m. — 12.20 p.m.Remarks by the Discussant
12.20 p.m. — 12.30 p.m Closing Remarks by the Chairperson

XXiii



Peradeniya International Economics Research Sympogi020

Technical Session lll: Growth and Development

Time: 11.00 a.m. — 12.30 p.m.
Venue: Room No. 208, First Floor, PGIHS

Chairperson: Senior Prof. A. S. P. Abhayarathne
Department of Economics and Statistics, Facultjurts,
University of Peradeniya, Sri Lanka

Discussant: Prof. H. M. W. A. Herath
Department of Economics and Statistics, Facultirts,
University of Peradeniya, Sri Lanka

11.00 a.m. — 11.05 a.mOpening Remarks by Chairperson

11.05 a.m. — 12.05 p.mPresentations:

1. Differences in Household Savings Across Socio Eotoo and Demographic
Characteristics of Sri Lankan Households: Evidénma Household Survey Data 2016
A.G.l.Amalka, A.H.M.SK. Jayasinghe, K.P.U. Jayarathne, T.K. Palihawadana and
M.D.R.K. Jayathilaka

2. Economic Implications of Unpaid Domestic and Carerk\of Women
Irshad Sreenthaj

3. A Silver Lining in the Dark Clouds: Stimulating Bzmmic Growth by Promoting Tea-Based
Radical Innovations in Sri Lanka
H.M.C.G Pilapitiya and Saliya De Silva

4. Impact of Regional Infrastructure Facilities on ¥Wnaial GDP in Sri Lanka
R. C. Jayatissa and T L Navaratne

12.05 p.m. — 12.20 p.m.Remarks by the Discussant

12.20 p.m. — 12.30 p.m.Closing Remarks by the Chairperson

XXiv
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Technical Session 1V: Human Capital and Project Maagement

Time: 11.00 a.m. — 12.30 p.m.
Venue: Room No. 106, Ground Floor, PGIHS

Chairperson: Prof. M. B. Ranathilaka
Department of Economics and Statistics, Facultjuts,
University of Peradeniya, Sri Lanka
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Global Economy and Local Policy Challenges: Options for Foreign Debt

Management
Dear all, good morning,

Let me begin with extending my sincere thanks to Prof. Ari Herath and his team for organizing
this very significant research conference and especially for inviting me to be the keynote speaker.
Let me also congratulate you for being able to organize this International Research Conference
amid the challenges of the current COVID 19 spread. Of course, Peradeniya University has always
have been at the forefront of being able to undertake challenges of this nature invariably coming

out with great success.

Prof. Herath suggested to me that the timely topic for this key note address is “Post-pandemic

Economic Revival in Sri Lanka: Challenges, Opportunities and Alternative Policy Perspectives “

Let me, at the very outset accept the fact that the current economic situation and related social
outcomes are globally, as well as locally, gloomy and a return to normalcy in the short run is
unimaginable. The entire world is going through an unprecedented health crisis which has driven
the almost all countries other than China into negative economic growth. As we all are aware,
social distancing and shutting down of factories and other work places, lockdowns and other
travel restrictions are all contributing to a drastic reduction of production and delivery of services
at all levels. Whatever the scale of operation, ranging from multinationals to our smallest road-

side businesses, all have been negatively affected.



Table 1: Overview of the World Economic Outlook Projections, October, 2020

Difference from June

Projections 2020 WEO Update
2019 2020 2021 2020 2021
World Output 238 -4.4 5.2 0.8 -0.2
Advanced Economies 1.7 -5.8 3.9 23 -0.9
United States 2.2 -4.3 3.1 3.7 -14
Euro Area 1.3 -8.3 5.2 1.9 —0.8
Germany 0.6 6.0 4.2 1.8 -1.2
France 1.5 -938 6.0 2.7 -1.3
Italy 0.3 -10.6 5.2 2.2 -1.1
Spain 2.0 -12.8 7.2 0.0 09
Japan 0.7 =5.3 2.3 0.5 -0.1
United Kingdom 1.5 -9.38 59 0.4 0.4
Canada 1.7 -71 5.2 1.3 0.3
Other Advanced Economies? 174 -38 3.6 1.1 —0.6
Emerging Market and Developing Economies 3.7 -3.3 6.0 -0.2 0.2
Emerging and Developing Asia 5.5 =17 8.0 -0.9 0.6
China 6.1 1.9 8.2 09 0.0
India® 4.2 -10.3 8.8 -5.8 2.8
ASEAN-5% 49 -3.4 6.2 -1.4 0.0
Emerging and Developing Europe 2.1 -4.6 3.9 1.2 -0.3
Russia 1.3 -4.1 2.8 2.5 -1.3
Latin America and the Caribbean 0.0 -8.1 3.6 1.3 -0.1
Brazil 1.1 5.8 2.8 S -0.8
Mexico -0.3 -9.0 35 1.5 0.2
Middle East and Central Asia 1.4 -4.1 3.0 0.4 -0.5
Saudi Arabia 0.3 -5.4 3.1 1.4 0.0
Sub-Saharan Africa 3:2 -3.0 3.1 0.2 -0.3
Nigeria 2.2 -4.3 1.7 1:1 -0.9
South Africa 0.2 -8.0 3.0 0.0 -0.5

Source: IMF staff estimates, World Economic Outlook, October, 2020 update

As clearly indicated in the data, this drastic and unpresented economic setback in almost all the
countries of the world was due to the pandemic related lockdowns, resulting in disruption of
global value chains. Of course, the past few years prior to the pandemic economic disruptions
created by the US military interventions and trade wars were driving the world into an economic

and political uncertainties.

At the very beginning of the pandemic, China, which was considered to be the manufacturing
hub of the world, was affected disrupting the consumption of raw materials, supply of
intermediate and final products as well as consumer demand. Within a few weeks all advanced

economies, as we all know, were confronting much more serious disruptions than China. As



indicated in the above table, only China has escaped from falling to negative growth. The most
recent IMF report indicates that the global economy is climbing out of the depths to which it had
plummeted during the Great Lockdown in April. But with the COVID 19 pandemic continuing to
spread through new spikes, many countries have slowed down reopening or resorted to partial
lockdowns from time to time. While recovery in China, which | consider as a ‘Miracle of the
Miracles’, has been much speedier than western economies expected. The growth seen in these
economies during 3Q2020 has lost momentum. The prospect of the global economy returning
back to pre-pandemic activity levels has been experiencing many setbacks. The IMF has indicated
that global GDP at the end of 2021 would still be 6.5 percent lower than it was in January 2020,
before the pandemic began to affect economic activity around the world. This forecast was made

before the recent spikes in COVID-19.

Overview of Sri Lankan Economy: Still Suffering from Pre-Pandemic and
Pandemic Disruptions

The Sri Lankan economy, which experienced much lower rate of growth than its potential in 2018
and 2019 aggravated by the crisis due to 19t amendment to the constitution and Easter Sunday
bombings, is now encountering ongoing challenges due to the outbreak of COVID 19. According
to the most current Central Bank of Sri Lanka (CBSL) reports, our economy contracted by 1.6% in
the first quarter of 2020, year-on-year basis reflecting the combined effect of the spread of COVID

19 virus locally and the slowdown in global economic activities.

Despite this unprecedented health and economic shock, the recovery of economic activity was
promoted and facilitated by the prompt and extensive response of the government and the
Central Bank. The government machinery was directly mobilised to provide assistance to meet
the immediate needs of the disadvantaged segment of the population, while the health and
military establishments were well deployed to take control of the spread of COVID 19.
Government and the Central Bank measures, included a series of monetary easing polices,

including multiple reductions of interest rates and the Statuary Reserve Ratio (SRR) as well as



debt moratoria, concessional (Saubagya) loans and a partial guarantee by the government. These

measures resulted in ample liquidity in the market and a lowering of borrowing costs.

The government, which was aware of the issues relating to external stability even prior to the
COVID 19 setbacks, immediately introduced a set of measures to take charge of the situation.
The external sector, which was severely affected at the initial stage of the pandemic, rebounded
with the improvement in the trade balance, a revival of workers remittances and stabilizing the
exchange rate. External sector stability was further ensured by the restrictions placed on non-
essential (big-ticket) imports, such as motor vehicles. Low petroleum prices in the global market
was also helpful. These outcomes helped to offset the reduction of foreign exchange earnings

from sectors such as tourism.

Although these adjustments will be helpful in achieving the short- and medium-term recovery of
the economy, it is also necessary to promote an increase in goods and services exports and the
attraction of foreign direct investments. At the same time, taking advantage of the opportunities
created due to import restrictions, local agricultural and industrial enterprises need to respond

speedily and efficiently

The graphic presentation of the recovery of the Sri Lankan economy presented in a recent CBSL
report using high frequency data is reproduced here, which is better than writing many

paragraphs.



Figure 1: Recovery of the Sri Lankan Economy

The Industry Sector recovered to a great extent in Q3 2020, following the setback observed during the

nationwide lockdown...
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Most activities in the Services Sector reached pre-pandemic levels by Q3 2020,

despite the immediate impact of the pandemic...
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Sri Lanka’s current and Impending Economic Challenges

The setback due to the pandemic has aggravated some of the perennial macro-economic and
sectoral problems. For example, borrowing and accumulating external debts has been a practice
of successive governments since 1978, which was the year of partial liberalization of the economy.
During the early periods, when Sri Lanka was considered a low-income country, we were entitled

to substantial grant aid as well as concessionary finances.

This relatively low interest facilities and lenient conditionalities provided incentives for the
successive governments to keep borrowing for many development projects, from bi-lateral and
multi-lateral lending agencies, irrespective of their inflated costs. In most of these cases, financial
benefits also spill over to our politicians, bureaucrats, and technocrats. Notwithstanding such
leakages, most of these foreign funded projects increased the availability of more sophisticated
infrastructure and utilities in sectors such as, electricity, highways, drinking and irrigation water,
as well as the Colombo port and airport. In addition, education, agriculture and health were the

prime targets of both Sri Lankan policy makers and donors/lenders.

There was a period that Sri Lanka was termed as “a Donor Darling”. However, since we attained
lower-middle income country status, concessionary funding has not been available and therefore,
most borrowings have been at commercial or near commercial lending rates. In this context, the
country has accumulated over USS 34.7bn debt!. These borrowings have been for development
projects, import of consumption items and direct budgetary support to meet current expenditure,

including debt servicing. The current debt situation is depicted in the following chart.

! Foreign Debt stock by Major Lenders, in US $ Million, External Resources Department (ERD), Ministry of Finance
of Sri Lanka 2019. See more;
http://www.erd.gov.lk/index.php?option=com_content&view=article&id=102&Itemid=308&lang=en



http://www.erd.gov.lk/index.php?option=com_content&view=article&id=102&Itemid=308&lang=en

Figure 2: Foreign Debt Stock by Major Lenders (US$ million) as end of 2019
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At the moment, one of the most critical challenge for the current administration is managing the
sustainability of Sri Lanka’s debt while meeting the current level of foreign exchange

requirements and hopefully implementing necessary development projects.

While the selected so-called development projects are funded by the traditional multilateral
donors; World Bank and ADB as well as bilateral lending institutions such as JICA, US-AID and
similar institutions in China and European countries, the rates of lending are equal or closer to
the market rates. Borrowing through International Sovereign Bonds (ISB), which became a
practice since 2007, has recently become the most serious challenge for the current government

to ensure sustainability of debt management.

Today, | want to bring this particular issue to this distinguished academic gathering consisting of

academics of the economic discipline, graduate students and other budding economists.

That is, how should we manage the debt sustainability of Sri Lanka, which has been severely

undermined by the COVID 19 pandemic that has pushed almost the entire world into a recession.



Conventional policy-makers, academics and consultants’ recommendation for many emerging
markets and developing countries, is to seek the refuge of, first, the International Monetary Fund,
and then turn to other multilateral and bilateral lenders, while qualifying for accessing the
International Sovereign Bond Market. According to this prescription, without the support and
blessing of the IMF, we have no way of securing sufficient funding for our balance of payment

requirements or development-oriented projects.

As an IMF program is likely to require some form of debt reduction to meet the Fund’s debt
sustainability parameters, you may perhaps understand, that this approach is not even to reduce
the severity of the debt problem but for reducing the burden over the next few years by
extending maturities probably supported by some ‘Grace Period’. The bottom line will be that Sri
Lanka will continue to have challenging debt dynamics which | would like to call it as ‘IMF/ISB
DEBT TRAP’ as long as we fail to achieve substantial export and FDI increase. We will merely be
postponing the problem unless we can accelerate growth by increasing production of tradable

which will earn or save foreign exchange.

Debt trap was caused by poor fiscal outcomes over many years and IMF/ISB debt was incurred
to meet deficit financing. Some economists who are faithful followers of IMF Policy Prescriptions

identified the IMF/ISB Debt Trap as the symptoms not causes of the problem.

In my presentation today, the most pertinent and decisive issue to raise is, what should be the
policy recommendations of our learned academics and students who are in this distinguished
gathering? Please, however, know that, if the country decided to go to the IMF, they will provide
funding as Balance of Payment support subject to certain conditionalities which are very likely to
include: removal of subsidies, total removal of import controls; both tariffs and non-tariffs, non-
strategic assets privatization, removal of price controls and many such measures of government

interventions.

Many, if not all these adjustments will be painful to the ordinary citizens and therefore, difficult
to sell politically. If Sri Lanka for that matter, any other country in our predicament is not willing
to go through an IMF austerity program with its stringent conditionalities, what are the options

available for them. Let’s discuss what appears to be the economic management strategy of the



current government. With the lockdown of the world economies and disruption of global value-
chains, Sri Lankan government was compelled to ‘Close the Economy’ to some degree.
Subsequently, the government policy makers seem to be implanting fairly well-managed import
management and associated measures to ensure enhanced foreign exchange savings. But import

controls were selective targeting non-essential ‘big-ticket’ items.

In order to prevent further deterioration of the debt situation the government seems to be
reducing new borrowings for implementation of the so-called development projects. Both
acceding to IMF austerity program, as well as, controls imposed by the government will have
contractionary impact on the local economy. Of course, second option will reduce the confidence
of markets, foreign investors and even some local enterprises. Generally, IMF programs are sold
to a government in-need of Balance of Payment Support on the basis that IMF approval would

pave the way for the country to achieve a higher sovereign rating and investor confidence.

My question to the audience is, as learned economists, professionals and potential advisors, are
we in a position to develop necessary concepts, theories or models suggesting an alternative
development strategy for Sri Lanka in order to overcome the current difficulties and attain a
sustainable growth path. Can we come up with a strategy which will cause less pain than an IMF
program to the people of Sri Lanka have more positive outcomes in terms of output, employment

and incomes?

Unfortunately, over my 45-year career in the public and private sectors in Sri Lanka, | have rarely
seen a Sri Lankan policy maker or an academic develop or attempt to develop alternative
development concepts or strategies instead of repeating what they have learned in the local or

foreign universities.

In conclusion, let me quote from my recently published article which hopefully will the pave a

way for a vibrant discourse in this prestigious academic institution, the University of Peradeniya.
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“Whatever the reasons are, instead of thinking independently on their own they parrot their
mentors in the west for short-term gains like easy recognition and self-fulfillment continuing the
vicious circle and perpetuating the misery of their people. Irony is that when a solution is needed
the only thing our experts are capable of doing is seeking refuge in programs of multilateral
lending agencies. Dear distinguish friends as you may be already aware that, Sri Lanka has already
gone under 16-IMF Programs. This reminds us the famous saying attributed to Einstein that

“insanity is doing the same thing over and over again and expecting different results”.
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An Economic Evaluation of Fertilizer Subsidy on Paddy Production in
Sri Lanka

M. P.S. S. Sisrakumara, Muditha Karunarathna
and Wasantha Athukorala

Department of Economics and Satistics, University of Peradeniya,
Si Lanka
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| ntroduction

The rice sector plays an important role in the domestic agriculture of Sri
Lanka. During the period 2000-2019, annual average contribution of rice
farming to agricultural GDP of the country was 20 per cent (Central Bank of
Sri Lanka, 2019). The rice sector had been facing unprecedented challenges
in Sri Lanka sincethe early 1960s, such as stagnant yield, diminishing income
due to escalation of costs of production, and abandonment of rice lands
(Athukorala et a. 2012). These issues were mainly due to low productivity.
From the late 1960s to early 1970s the government identified the need to
increase productivity of rice farming. Subsidies played an important role in
increasing productivity. Besides food security, the government subsidy
programmes in a developing country also targets poverty aleviation, rural
development, and increased revenue.

The Government of Sri Lanka has entered the chemical fertilizer market since
1962 with the introduction of a fertilizer subsidy scheme. At present, paddy
cultivation in Sri Lanka largely depends on subsidies which are not
highlighted in policy discussions. Fertilizer subsidy is the most controversial
input subsidy program provided for paddy farming. It was initiated in 1962
with the introduction of High Yielding Varieties (HIVs) during the Green
Revolution. At present fertilizer subsidies on paddy farming account
approximately 50% of the overall use of chemical fertilizer in the country and
it is approximately Rs. 40 billion in value (Central Bank of Sri Lanka 2018).
Given this background, this study focused on identifying the relative
advantage of the fertilizer subsidy scheme of paddy in Sri Lanka.
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Objectives

The main objective of the study was to investighterelative advantage of
the fertilizer subsidy scheme among different ditgrin Sri Lanka. It is also
sought identify the cost and benefit of giving aifiger subsidy to paddy
farmers in the country.

M ethodology

This study used secondary data on paddy produatidrihe fertilizer subsidy
in Sri Lanka between 2005 and 2019 which includem districts. Main
variables used in this analysis were total padaydpetion (MT), fertilizer
subsidy expenditure (Rs / billion), value of tofaddy production (Rs /
billion) and land extent cultivated (hectares). sT'lstudy used panel data
techniques. The pooled OLS model is given by Equati

Yit = Bo + B1Fit + B2Lit + B3D1 + ByD; + BsDs + v (1)

Where,i = 1, 2,....,25 (districts)t = 2005, ....... 2019 (year); L = cultivated
land area; F = Expenditure on fertilizer subsidi2s= dummy variable (1 if
Yala season, 0 otherwise)> B dummy variable (1 if dry zone, O otherwise);
Dz = dummy variable (1 if Intermediary zone, O othige); Y;,= dependent
variable which is the average production by eadtridt in year t,f,= Y
intercept across all district;,= white noise error term.

Study also used random effects model given by Eouat

Yit = Bo + P1Fit + B2Lit + B3Dy + BaD; + BsD3 + wy, (2)

Where, w;; = u; + v with y; being unobservable househaddfects, in
particularly, unobservable district effects lie @sely iny;.

Results and Discussion

Table 1 show that there is not much difference betwthéwo seasons (Yala
and Maha) and other climatic zones. According terage cultivated land
areas, intermediate and dry zone are slightly fabgeextent than the other
regions, but the data show that the extent of laasl no effect on paddy
productivity. The wet zone reported the lowest agercultivated extent, but
paddy productivity (kg/ha) is almost the same asthrer zones. The lowest
average fertilizer expenditure was identified frima wet zone.
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Table 1: Average Figures with Different Seasons and Climatic Zones

Variable Wet Intermediate
Season Zone Zone
Paddy Yield (Kg/ha) 3,418 4,402
Land Area (ha) 26,271 8337 20,043
Fertilizer Expenditure
284 1,007

(Rs/ MT)

Note: All the information related to paddy yield and cultivated land area are taken from the

website of Department of Census and Statisticsin Sri Lanka.

As a part of the analysis, we estimated the tolerable level of output for each
year (see Table 2 below). The purpose of this calculation is to identify the
effectiveness of providing a fertilizer subsidy for paddy production in Sri
Lanka. A wide variation between years was observed due to changes in the
subsidy amount granted. Total government expenditure on subsidy as a per
cent of total value of the paddy output varies from 9 % to 36 % over the study

period.

Table 2: Tolerable Level of Output of Paddy for Yala/ Maha Season

Year Subsidy asa%of total  Deduction Ratio  Deduction Ratio
value of the paddy (Yaa) (Maha)
2005 21.52 78 78
2006 23.59 79 78
2007 2284 78 75
2008 17.70 84 88
2009 15.38 81 88
2010 14.72 84 88
2011 16.79 85 85
2012 18.61 76 78
2013 0.48 90 88
2014 20.90 80 80
2015 16.14 84 83
2016 18.85 59 40
2017 36.14 66 62
2018 22 62 70 71

Note: Deduction Ratio is estimated based on the total cost of fertilizer subsidies and total

value of paddy output in the country in each season.

When estimating the panel data model, we first tested for the correlation of
unobservable individual district effects and determinants of average
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production of paddy. For this purpose we used the Hausman test. This tests
the null hypothesis for non-existence of correlation between unobservable
individual effects and determinants of the average yield, against the alternative
hypothesis of the existence of correlation. If the null hypothesisis not rejected,
we can concludethat the correlation is not rel evant and therefore apanel model
of random effects is the most appropriate way of carrying out the anaysis. In
thisstudy wefirst ran the pooled OL Sfixed effects and then the random effects
model incorporating all variables. Based on the various tests including the
Hausman test, the latter model was selected and estimated after controlling for
different variables.

The results of the random effects model are reported in Table 3. We also
estimated the different versions of the models by controlling for different
variables. Accordingly, in Table 3, model 1 (M1) includes only the fertilizer
subsidy variables, model 2 (M2) includes cultivated land arearel ated variables
in addition to the fertilizer variable and we include the dummy variables in
model 3 (M3). When comparing results between different models, it is clear
that most parameter estimates of all the models are statistically significant,
indicating their importance in rice production in Sri Lanka.

Table 3: The Results of the Random Effects Model

Variables M1 M2 M3
» — 0.888** 0177+ 0.170"*
Fertilizer subsidies (F) (0.021) (0.000) (0.019)
Cultivated land area (L) (8'2%) (()688179)
D1 10,010
(0.018)
D2 0.141%**
(0.018)
D3 0.179+**
(0.026)
Condant 3.060%** -0.214* -0.238"
(0.126) (0.129) (0.125)
Observations 677 677 677
R-squared  within 0.393 0.823 0.823
Between 0.974 0.971 0.986
Overall 0.866 0.948 0.962

Note: Standard errors in parentheses. ***, ** and * denote 1%, 5 % and 10 % levels of
significance respectively.
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The fertilizer subsidy variable is significant in all the specifications of the
models and takes the expected sign. However, it becomes clear, as expected,
that the effect of fertilizer subsidies is gradually decreasing when more
variables are introduced into the model. The coefficient value of this variable
becomes gradually lower.

Conclusion

Theresult of the study shows that while there isa significant variation of total
paddy production, the ratio between the value of total fertilizer subsidies and
the value of total rice production in the country variesfrom 9 % to 36 % during
the study period Furthermore, panel data regression results confirm that total
fertilizer subsidies, cultivated land area and regional variation have significant
impacts on total paddy production in the country. The results of this study
will help the government to understand the effectiveness of the existing
subsidy program and design a more appropriate as well as targeted system in
the future.

References

Bowler, I. R. (1976). Spatia responses to agricultural subsidies in England
and Wales. The Royal Geographical Society, 8(3), 225-229.

Ekanayake, H. K. J. (2005). The impact of fertilizer subsidy on paddy
cultivation in Sri Lanka. Central Bank of Sri Lanka, Staff Series, 36.
Colombo.

Herath, H., Gunawardhana, E. and Wikramasinghe, W. (2013). The Impact of
Ketha ArunaFertilizer Subsidy Program Use and Paddy production in Sri
Lanka. Tropical agricultural research, 25 (1), 14-26.

Sing, R. (2004). The development of seed fertilizer technology in Indian rice
agriculture. Agricultural history society, 68(1), 20-53.



Peradeniya International Economics Research Symposium 2020

The Impact of External Debt on Foreign Direct Investment in Sri Lanka

A.M K. Weerakoon!and S.Vijesandiran?

1.2 Department of Economics and Statistics, University of Peradeniya,
Si Lanka

Keywords: Foreign direct investment; External debt; ARDL Model

I ntroduction

Foreign Direct Investment (FDI) is an important mwe to earn foreign
exchange, resolve the external debt problem, aochgte economic growth.
The literature has revealed that FDI is influenoednly by external debt and
also other factors such as inflation rate, interes¢, and trade openness
(Muzurura, 2016). A high level of external debtules in harmful effects on
an economy by reallocating FDI from productive istveent to resolving
external debt issues (Krugman, 1988). Hence, th&tioaship between
external debt and FDI is considered an importactbfasince the developing
countries are highly dependent on foreign debttekerate economic growth
and fulfill their development needs (Mugambi, 2016)

In Sri Lanka, the Government’s debt to GDP ratis wareased by 76.9%
while FDI was increased by only 17.3% in 2017 while2018, the foreign
debt recorded one of the largest increases sin¢é (Oentral Bank of Sri
Lanka, 2018). It is noted that attracting FDI isemsential strategy to earn
foreign reserves to pay the external debt and sbk@ublic debt problem in
Sri Lanka. Therefordinding solutions to maintain public debt and attriaDI
becomes an issue of high concern in the countryveier, the relationship
between external debt and FDI has not been exploreéely in Sri Lanka.
Hence, this research attempts to examine the ingfastternal debt on FDI
and expected to provide a very important role ie turrent public debt
problem as well as FDI flows in Sri Lanka.

Objectives

The overall objective of this study is to analyae impact of external debt on
foreign direct investment in Sri Lanka.
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M ethodology

The Neoclassica Theory of FDI (Solow, 1956) and the Theory of Debt
Overhang (Krugman, 1988) is used to develop the research framework for this
study. In this study, Time series data from 1978 to 2017 are used and the
sources of data are from the Central Bank of Sri Lanka and World
Development Indicators of the World Bank Report of 2018. The study adopted
Foreign Direct Investment (FDI) as the dependent variable; and External Debt
(EXD), Interest Rate (INT), Inflation Rate (INF), and Openness of the
Economy (OPN) are taken as independent variables to develop the following
functional form:

FDI = f(EXD,INT, INF, OPN) 1)

The above model has transformed into a Multiple Linear Regression Model
(MLRM) as given below:

FDI, = By + P1EXD; + f2INT; + B3INF; 4+ B,OPN; + &; (2
Two variables in the above model were transformed into natural logarithm

Form (NLF), which are Foreign Direct Investment (InFDI) and External Debt
(INEXD). The mode! is given below:

INFDI, = By + ByInEXD; + B,INT, + B3INF, + B,OPN, + ¢, ©)

The study used the Augmented Dickey-Fuller (ADF) test to check for the
stationarity of variables and Akaike Information Criteria (AIC) to select the
optimum number of lags. Result of the ADF tests revealed that the order of
integration are mixed (see Table 1 in appendix) with 1(0) and 1(1), which
suggests the use of Auto-Regressive Distributed Lag (ARDL) model to
estimate the parameters. The result of AIC advocates the use of ARDL
(1,1,0,0,0) model as the best model among top 20 models. Therefore, ARDL
Bounds testing approach was used to test for cointegration between the
variables. Hence, the ARDL model derived for this study is given below:

AInFDI, = By + B1InFDI,_; + BoINEXD,_; + B3INT,_; + B4INF,_; +
BsOPN,_1 + Y1, ay;AInFDI,_; + Y12, ayAlnEXD,_; +
B agAINT,_; + X1 agAINF,_; + X755, as;AOPN,_; + u; (4)
This study also adopted the Error Correction version of the ARDL model to

test the short-run relationship between the variables aswell asto find the long-
run adjustment. Datawere analyzed using Excel and E-views software.
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Results and Discussion

Correlation analysis confirmed the absence of multicollinearity problems
among the independent variables. Model fitting tests concluded that the
residuals of the model are normally distributed, with absence of
autocorrel ation, heteroscedasticity, and omitted variables issues in the model.
Thus, it was proved that the model was free of specification errors, and the
CUSUM test showed that the model is dynamically stable and accurate at the
95% confidence level (See Figure 1 in Appendix). The table below presents
the results of the Bounds test of the ARDL model.

Table 2: Results of the Bounds Test

1(0) 1(2)

Test Statistic ~ Val Significance. ]
istic ue gniticance Asymptotic: n=1000

F-statistic ~ 9.844109 10% 22 3.09
K 4 5% 2.56 3.49
1% 3.29 4.37

The above results reveaed that there is co-integration among the variables
included in the model. The results of the long-run relationship (see Table 3
below) implied that external debt has a significant and positive impact on
foreign direct investment at 1% significance level, i.e., 1 percent increase in
external debt induce foreign direct investment by 144 percent in the long-run.
Further, the interest rate has a significant negative impact on FDI while
inflation and openness have a significant positive impact on FDI.

Table 3: Long run Results of the ARDL Model

Variable Coefficient Std. Error t-Statistic Prob.
LEXD 1.440012 0.134220 10.72878 (0.0000)***
INT -0.066530 0.027020 -2.462272 (0.0194)**
INF 0.042089 0.020487 2.054451 (0.0482)**
OPN 0.031717 0.010446 3.036388 (0.0047)***

Note: *, ** and *** represent variable are significance at 10%, 5% and 1% respectively.

The table below shows the results of the short run dynamic relationship and
long run adjustment of the selected ARDL model.

10
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Table 4: Results of Error Correction Model (ECM)

Variable Coefficient ~ Std. Error t-Statistic Prob.

C 0.137295 0.139897 0.981401 0.3342
D(LFDI(-1)) 0.024503 0.171586 0.142801 0.8874
D(LEXD) 0.758619 1.182608 0.641480 0.5261
D(LEXD(-1)) -1.106473  1.072601 -1.031580 0.3105
D(INT) -0.049099  0.028384 -1.729805 0.0939*
D(INF) 0.020034 0.013900 1.441226 0.1599
D(OPN) 0.030797 0.019099 1.612489 0.1173
ECT(-1) -0.291148  0.225929 -1.288671 0.2074
R-squared 0.228989 Mean dependent var 0.088891
Adj R-squared  0.049087 S.D. dependent var 0.490545

Note: *, ** and *** represent significance of variable at 10%, 5% and 1% respectively.

The above results revealed that none of the regressor in the model have a
significant impact on foreign direct investment at 5% level of significancein
the short-run. The speed of adjustment coefficient depicts an adjustment
towards steady state line with the speed of 29.11% in each period one period
after the exogenous shocks. The findings of this study arein line with some of
the earlier studies by Abala (2014); and Wabwalaba (2017) who found a
positive relationship between external debt and foreign direct investment.

Conclusion

This study identified that external debt has a positive impact on FDI while
other variables aso have asignificant impact on FDI in the long-run, but none
of the variables have a significant impact on FDI in the short-run in Sri Lanka.
The study confirms the positive contribution of the external debt to enhance
FDI in Sri Lanka. Hence, it is recommended that external debt be well-
managed and should be invested in viable projects which lead to earning
higher-level returns, that could be used for future debt servicing and promote
investment by attracting more FDI and accelerate the economic growth in Sri
Lanka

11
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Appendix

Table 1: Results of the Unit Root Test

Test ADF test PP test
TVDes Variables | Intercept Trend & Intercept Trend &
yp Itercept Itercept
LFDI 0.8070 0.0062*** | 0.8043 0.0040* **
LEXD 0.9395 0.7448 0.9301 0.2147
Level INF 0.0009*** | 0.0005*** | 0.0010*** | 0.0005***
INT 0.1054 0.0356** 0.0959 0.2572
OPN 0.7768 0.8372 0.7476 0.8023
LFDI 0.0000*** | 0.0000*** | 0.0001*** | 0.0000***
1 LEXD 0.0000*** | 0.0000*** | 0.0000*** | 0.0000***
Difference INF 0.0000*** | 0.0000*** | 0.0001*** | 0.0000***
INT 0.0000*** | 0.0001*** | 0.0000*** | 0.0000***
OPN 0.0000*** | 0.0003*** | 0.0001*** | 0.0003***

Note:*, ** and *** indicate rejection of null hypothesis at 10%, 5% and 1% respectively.
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Figure 1: Results of the CUSUM Test
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Introduction

Analysis of household food expenditure patternsoissidered an important
indicator of economic development in a country,eesgly meaningful in
developing countries where the food expenditur@actis a relatively large
share of household income (Dunne & Edkins, 2005 rdihal Propensity to
Expend (MPE) is a tool to analyse household foogeesiture pattern. It
measures the proportion of any increment of inctiraethe household desires
to spend on consumption. MPE indicates the typeelgitionship between
income and expenditure on a particular food item provides support for
Engel’s curve (Haavelmo, 1947).

MPE of a food expenditure function shows how hootashreact differently

when income changes. This is defined as the ratlzecchange in expenditure
on a food item to change in household total incoltnis. simply the slope of

the response curve and the marginal response stingstion to changes in
income. MPE of food items can be used to comparewoer behavior

between sectors and is relevant to judge the patibradditional demand
(Langemeier & Patrick, 1990).

Objectives

The objective of this study is to examine monthdyiehold rice expenditure
patterns in the urban, rural and estate sectdssidfanka.

14
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M ethodology

This study used last four of the HIES data setstlfi@r periods 2006/07,
2009/2010, 2012/13, and 2016, in the districts aflBla, Kandy, Nuwara-
Eliya and Ratnapura. These four districts haveasdt 5% of the population
from each of the rural, urban and estate sectdrs.t®tal sample size was
13,881 households of which 2010 urban, 8508 rundl 3363 from estate
households were selected based on the two-stag#iett sampling method
of Neymann allocation. The survey was conductedhgy Department of
Census and Statistics over a period of 12 consecutionths of weekly
consumption of nine rice varieties in the marketsas white kekulu normal,
white kekulu samba, red kekulu normal, red kekalonlsa, samba, nadu red,
nadu white, basmathi and several other rice vageWeighted average prices
were estimated for each rice variety.

A basic food expenditure function includes expaméiton food items as the
regressand and income as the only explanatory blariddere the total
household expenditures are used as a proxy fomadmecause income data
generally suffer from measurement errors and msg @clude a transitory
component of income (Burney & Khan, 1991). So, hbesehold monthly
rice expenditure equation can be written as:

InRE = By + f1InTI +u (2)

Where, RE — Total monthly rice expenditure per letvadd; TI — Total
monthly income per householf; andg; are the unknown parameters to be
estimated and u is a stochastic error term

Based on King and Byerlee (1978) MPE can be deffinged equation (1) and
written as:

Aln(RE)
Aln(T1)

Marginal Propensity to Expend (MPE)t =

Results and Discussion

Figure 1 below depicts estimated magnitude of tiEMN rice declining in
all three sectors when household income increddagnitudes of MPE on
rice are 6.72x18, 6.20x1C & 2.94x10® for estate, rural and urban sectors
respectively. There is a larger difference in thegmtude of MPE between

15
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estate and urban sector. However magnitudes of BteElmost similar in
rural and estate sectors at each income levelmidgnitude of MPE in estate
households was higher than in other sectors mtcme levels. This indicates
that households in the estate sector show higlslyargsive rice consumption
(elastic) to changes in income. Likewise, urban andl sector households
show low and medium responsiveness in rice consompéespectively to
changes in income.

0.012

0 50,000 100,000 150,000 200,000
Total Monthly HH Income (LKR)

——Urban —-— Rural ---- Estate

Figure 1: Marginal Propensity to Expend of Rice

The difference between magnitude of MPE on ricevbenh rural and estate
sectors is seen to be very small and decreasingpathly income increases.
However, high income estate households show relgtivigher MPE value

indicating higher responsiveness in rice consumgtiancome changes

The difference between urban and estate sectgreager than the difference
between estate and rural sectors. The magnitud&P& on rice is lower in
higher income level households in the urban sexsten though there is a trend
for this difference to decrease. The declining badraof the magnitude of
MPE on rice is smooth and regular in all sectorgtate sector having low
availability of income sources and hence with loesome, a change in income
would cause higher responsiveness in rice consompiihich implies much
of their income is spent on food items like ric8ut, urban households’
monthly earnings as well as earning opportunitresvary high compared to
other sectors, so that responsiveness to rice ogstgen is low.
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Conclusion

The findings show a decreasing MPE with respect to income al three sectors
related to different rice varieties. Among the sectors, highest impact on rice
consumption is in the estate sector when household income increases. So,
compared to other sectors the estate sector is highly responsive to food
consumption as their income increases. Urban sector households demonstrate
the lowest impact of income on rice consumption.

It isalso observed that there was considerabl e variation in MPE acrossincome
levels. The highest, lowest and medium level variations of MPE were found
in the estate, urban and rural sectors respectively. The higher MPE variation
was found among low income recel pent of the estate sector. Thelower income
sector spends a substantially higher incremental total income on rice
consumption than the higher income sector. It meansthat the incremental total
expenditure on food in estate households is higher than in rural and urban
sector households. The results of this study suggest that income-oriented
policies are important to achieve better food consumption in al sectors to
reduce the problem of unbalanced diets. In addition, complementary policies
are necessary.

If there are sudden shocks like COVID 19, the occurred the total economy is
changed dueto instability of the market situation. It meansincreased consumer
demand of food-supply cannot reach due to less productivity. Further research
isrequired in these lines.
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| ntroduction

The current account balance of a country is constlas one of the primary
determinants of the future development of the eoond he behaviour of the
current account balance represents important irdbom about economic
performance. Increasing current account imbalamegatively influence
economic performance and a current account sugmbsgively influences
economic performance. The current account balaodluenced by various
factors such as economic growth, budget deficitharge rate, foreign direct
investment, trade openness, inflation rate etcL&tka’s current account has
posted a continuous deficit over past periods 08 it recorded a value of -
2,813 million US dollars. It has also fluctuatedstantially in recent years.
Sri Lanka got affected badly after the global ficiah crisis due to the
widening trade deficit and sharp fall in remittas@aflows.

In the literature, several studies give differergdictions about the elements
determining the current account balance and the @igl magnitude of the
relationships between current account fluctuatimmg its determinants. The
current account balance can be affected by the slitneutput level.
According to the elasticity approach, there is aifpe association of
domestic output with the capital account and a tegdink with the current
account. The absorption approach states that tisege positive link of
domestic output with the current account. Net fgmeassets can influence
current account balance in two ways. From the sgpwigestment
perspective, an increase in the foreign income fiaw a positive effect on
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current account balance. In a flexible exchange mragime, the sum of the
current account and capital account must be equagrio as an economy can
afford a higher trade deficit up to an extendedqukewith a high level of net
foreign assets and remain solvent. This leads toegative relationship
between net foreign assets and the current account.

Trade openness is likely to be negatively relatedhie current account,
because an economy open to more international twaitle less trade
restrictions, tends to attract more foreign capitakre are two ways in which
the exchange rate can affect the current accour#.i©the saving-investment
perspective that relates it negatively to the cur@ccount balance of an
economy and other one is the consumption-smoothypgthesis that relates
positively to the current account balance. Accagdmthe study of Fayaz and
Sandeep (2016), the application of the Johansent&pation test indicates
the existence of a long-run equilibrium relatiomshietween the current
account and gross domestic product, net foreigeisia®al effective exchange
rate, trade openness and wholesale price indexyimgpthat India’s current
account is influenced by these factors. The stuhcluded that net foreign
assets and wholesale price index have a posityefisant relationship with
the current account balance, while trade opennmasseml exchange rate have
a negative relationship with the current accoutroze in the long run. The
results of VECM indicate that only the real effeetexchange rate and gross
domestic product have a statistically significanthpact on current account
balance. However, there is no study that examinesrtain determinants of
Sri Lanka’s current account balance using recert dand advanced
econometric techniques. Thus, this study triegittgle this gap.

Objectives

The objective of this paper is to examine both g and short-run impacts
of various economic determinants on Sri Lanka’saeniraccount balance.

M ethodology

This study is based on secondary sources of data @entral Bank of Sri
Lankan annual reports and World Development Indicat the World Bank
data base for the period 1991 to 2018. The regnessbdel was constructed
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using some selected variables following the study conducted by Fayaz and
Sandeep (2016), and i asfollows:

CAB; = By + B1RGDP; + B,EXR, + 3 NFA; + B4 TO + Bs WPI, +u, (1)

Where, CAB: Current Account Balance (dependent variable); independent
variables are RGDP: Real Gross Domestic Product; EXR: Exchange Rate;
NFA: Net Foreign Assets; TO: Trade Openness' and WPI: Wholesale Price
Index. u isthe white noise error term and the subscript t indicates time.

Asthefirst step of the estimation procedure, the study employed Augmented
Dickey-Fuller (ADF) unit root test technique to check the stationarity of
variables and Akaike Information Criteria (A1C) to select an optimum number
of lags. Once we confirmed the order of integration, the Autoregressive
Distributed Lag (ARDL) Bound testing approach was used to determine
cointegration and the long - run relationship between variables. Error
correction version of the ARDL model was employed to examine the short run
relationship between variables and long run adjustment. In addition,
diagnostic tests were conducted to check whether the results are robust and the
CUSUM test was conducted to check the stability of the model.

Results and Discussion

The results of the ADF test (see Table 1 in Appendix) revealed that variables
are stationary at combination of 1(0) and I(1). Akaike Information Criteria
(AIC) advocate the use of ARDL (1, 1, 0, 0, 0, 1) model for thisanaysis. The
results of ARDL Bounds test (see Table 2 in Appendix) confirmed the
existence of cointegrating relationship between variables, which suggest
there should be long run relationship among the variables included in this
study.

Table 1: Results of Long- run Relationships (Dependent variable: CAB)

Constant RGDP TO WPI NFA EXR

-40.56 5.67E-8 -25.78 -0.37 3.63E-12 0.41
(0.09)* (0.04)**  (0.02**  (0.01)** (0.32) (0.01)**

1 TO measured as the summation of import and export of total goods and services divided by
gross domestic product.
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Note: Probability values are given in parenthesjs**, and *** indicate variables are
significant at 1%, 5% and 10% level of significamespectively.

According to the long-run coefficients, real gragsnestic product (RGDP)
has a positive and statistically significant relaghip with the current account
balance, indicating that an increase in RGDP cgmonre the current account
balance (i.e., will decrease the deficit). The apson approach states that a
favourable or unfavourable balance in the currexbant depends on the
absorption level when the growth of output is fast&n that of domestic
absorption, then the economy exports to the otbantries. This situation
creates a positive relationship between RGDP amgkmmiuaccount balance.
The exchange rate has a positive and statistisajfyficant impact on current
account balance, which is inconsistent with the mom finding in the
empirical literature. This could be explained by tbmooth consumption
hypothesis. In response to an increased excharige aa open economy
would prefer to run a current account surplus arvest abroad rather than
allow consumption to increase (Fayaz and Sande&f)2Coefficient of net
foreign asset variable is positive but insignificdhindicates that net foreign
assets cannot significantly explain the variatiorcurrent account balance.
Trade openness has a negative and statisticatyfisent impact on current
account balance. This conclusion is similar tofthdings of Sarkar (1994)
and Chinn & Prasad (2003). Further, wholesale pmckex affects CAB
negatively and significantly in the long run.

Table 2: Results of Error Correction RepresentatioARDL Model
Panel A: Short-run Coefficients

Lag ACAB ARGDP ATO AWPI ANFA AEXR
0 -3.28E-08 -23.3805 -0.3251 4.75E-12 -0.0448
(0.191)  (0.003)* (0.002)***  (0.059)* (0.731)

1 0.2108 7.13E-08 0.3785
(0.215) (0.036)** (0.038)**

Panel B: Error Correction Representation

ECT(-1)=-0.7901(0.008)*
Note: Probability values are given in parenthesjs**, and *** indicate variables are
significant at 10%, 5% and 1% level of significamespectively

The above results explain that the previous yeadsGDP has a positive and
statistically significant impact on current accobatance, indicating that an
increase in last year's real GDP can improve theeow account balance.
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Trade openness, wholesale price index and exchatgdiave negative and
significant effects on the current account balahtmyvever, a prior period net
foreign asset has a positive and significant impactthe current account
balance while the previous year’ exchange ratectffieegatively on it in the
short run. From the saving-investment perspectimeincrease in the foreign
income flow has a positive effect on current ac¢doaiance. This conclusion
is similar to Fayaz and Sandeep’s (2016) findinigse coefficient of error

correction term is negative and significant imptyitmat the current account
balance model can get back to the long-run stetadg §ne at the speed of
79.01 % one period after the exogenous shock.

Table 3: Results of Diagnostic Tests

Types of Test Probability value
Serial correlation (BG LM Test) 0.3437
Functional Form ( Ramsey’s RESET test) 0.5174
Normality (Jarque-Bera) 0.9439
Heteroscedasticity (BPG test) 0.9837

Results of diagnostic tests confirm that the maxieke from serial correlation
and heteroscedasticity. Moreover, the functionahfe correct and stochastic
residuals are normally distributed. The recursistngates, Cumulative Sum
(CUSUM) and CUSUM of square plots lie within thepep and lower critical
bounds at 5% significance level, which implies thia selected model is
stable.

Conclusion

The results explain that real gross domestic prodaic increase the current
account balance both in the long-run and in thetginbo. The exchange rate
can increase the current account balance as pesnto®th consumption
hypothesis and trade openness is negatively relatede current account
balance both in the long-run and in the short-lo@cause an economy,
opened more to international trade with less traadrictions, tends to be
more attractive to foreign capital and thus causedecrease in current
account balancé-rom the saving-investment perspective, an increasee

foreign income flow has a positive effect on therent account balance in
short-run but net foreign assets cannot signifigagplain the variation in

current account balance in the long-run. The studygests that in order to
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reduce the deficit in the current accoufureign dependency should be
reduced and the exports of goods and services lhs@svdomestic savings,
increased.
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Appendix

Tablel: ADF Unit-root Test

Level 1t Difference
Variables . Order .Of
Intercept  Trends & Intercept Trends & integration
Intercept Intercept

CAB -4,4237**%  -4,5438***  -52419**  -51172**  |(0) I(1)
GDP -1.0473 -1.2787  -4.2014** -4 2775%** I(1)
EXR 0.8077 -1.9254  -5.3221**  -5,3971*** I(1)
TO -0.6016 -2.3101  -4.6113**  -4.6870*** I(1)
NFA -2.3564 -2.3825  -5.6544*** .5 G579x** I(1)
WPI 1.7916 -1.6218  -2.7497** -5.0035*** I(1)

Notes: ADF test statistics are given in table®*§nd *** denote the statistical significance
at the 10%, 5% and 1% level respectively and

Table 2:Results of F- Bounds Test

F-Bond test 95% Level of Confidence 90% Level of Confidence
F- Statistics Lower Bound Upper Bound Lower Bound Upper Bound
7.1417 2.39 3.38 2.08 3
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I ntroduction

The outbreak of the coronavirus (COVID-19) pandeimas significantly
interrupted the daily activities of households, hicompanies have
commenced downsizing, thus hampering the incomeacesuof many
individuals as well as households (Internationalnetary Fund, 2020).
Setting aside ‘three to six months’, living expenge encouraged as a
precaution. However, though the emphasis on sawindhigh, many
households struggle to fulfil their basic needs arahts. Savings can be
defined as “a flow variable that refers to the acualation of assets and debts
over a specific period” (Nyhus, 2018, p. 208).

As a developing country, Sri Lanka has recordedasgsaving of USD
24.14bn in 2019, which is significantly lower thatmer developing countries
such as Thailand and South Korea. These count@st of a gross saving of
USD 171.08bn and USD 561.51bn respectiv@lize World Bank, 2019)
Further, Gross Domestic Savings in Sri Lanka as@egmntage of Gross
Domestic Product (GDP) from 2010 to 2019 has bkexuating in the range
of 15.2% to 27.2%. Lastly, the household savinge faas marginally
decreased from 21.3% in 2019 to 20% (forecastD0Z Trading Economics,
2020).

Unlike prior studies that are limited to a locabgeaphical context, this study
is extensive as it covers the population of tharentountry. Therefore,
the findings of the study will contribute to bricigi the empirical research
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gap by discussing the differencesin the level of savings across different socio-
economic and demographic characteristics of householdsin Sri Lanka.

Objectives

Themainaim of thisstudy isto investigate and identify differencesin thelevel
of savings, by analysing the mean per capita and mean total savings, based on
socio-economic and demographic characteristics amongst households in Sri
Lanka.

M ethodology

The study is based on the latest available data of the Household Income and
Expenditure Survey (HIES) which was carried out in 2016, by the Department
of Census and Statistics (DCS) of Sri Lanka, with a sample population of
21,756 households. The results were generated using STATA 12 software and
analysed using the data analysis tool one-way Analysis of Variance (One-Way
ANOVA), which is used to compare more than three independent groups, in
order to identify if there is a statistically significant difference between the
identified independent groups.

Results and Discussion

Table 1 depicts the descriptive statistics associated with the population. When
considering the level of education, the highest per capita mean value was
recorded from people/households who had completed education upto tertiary
level and the lowest from people/households who had completed their
education upto primary level. In contrast, an existing study reveaded that
househol ds with no schooling background exhibited the highest rate of saving
compared to those with primary and secondary education (Poon and Hon,
2015).

In terms of marital status, the results revealed that the mean total expenditure
of divorced households (SLRs.49,903.88) is lower than that of the married
households (SLRs.59,641.82). Therefore, the highest mean value for per
capita saving as well as total saving was recorded from the households who
are divorced, while the lowest was from the households who are never
married.
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Table 1: Mean Per Capita Saving and Mean Tota Saving

Variable* Mean Per Capita Mean Total Saving
Saving
Level of Education
No Schooling 1369.86 6363.02
Primary 543.06 3019.78
Secondary 1131.99 5131.48
Tertiary 8441.36 33963.83
Special Education 4150.66 17736.63
Marital Satus
Never Married 875.82 4239.64
Married 1346.80 6212.22
Widowed 1267.64 4950.39
Divorced 4528.02 12598.64
Separated 1977.59 6446.51
Age Level
15-24 684.10 3652.80
25-39 1596.84 7243.80
40-65 1514.75 6535.18
66+ 1778.40 7157.69
Employment Satus
Unemployed 434.61 2620.90
Government 4640.68 18435.89
Semi Government 3236.47 11939.89
Private 2449.23 10226.51
Employer** 5515.29 18588.71
Own Account Worker*** 1355.62 6001.51
Unpaid Family worker 1051.41 5203.94
Gender
Male 1354.51 5910.17
Female 980.22 4757.80

Note: *** denotes self-employed, ** denotes employs other people, * denotes household
head.

According to Poon and Hon (2015), it is stated that due to the increase of
parental responsibility, the rate of saving in married households is considered
to be higher; therefore the never married households with no parenta
responsibilities tend to spend more rather than focusing on saving.

The results on employment status show that the households which are
employers accounted for the highest per capita mean value while the
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unemployed households accounted for the lowest. The highest per capita
saving has been recorded by those who are in the above 66 age group and the
lowest in the age group 15-24. Furthermore, males have recorded the highest
savings whereas females tend to save less than the males.

Table 2 shows the generated ANOVA results of mean per capita saving and
mean total saving of households.

Table 2: Results of One Way ANOVA

Rs.* Mean  Std Dev F Prob>F
Level of Education

Per capitasaving  1155.48 15287.75 134.98 0.0001

Total saving 5297.38 62143.71  125.63 0.0001
Marital Satus

Per capitasaving 115548 15287.75 8.76 0.0001

Total saving 5297.38 62143.71 5.88 0.0001
Age Level

Per capitasaving  1155.48 15287.75 25.68 0.0001

Total saving 5297.38 62143.71 21.16 0.0001
Employment Satus

Per capitasaving 115548 15287.75 79.87 0.0001

Total saving 5297.38 62143.71 65.25 0.0001
Gender

Per capitasaving  1155.48 15287.75 12.38 0.0044

Total saving 5297.38 62143.71 7.10 0.0077

Note: * denotes household head.

Table 2 shows that households in each education level have a different mean
per capita saving. Therefore, the level of education has a dtatisticaly
significant impact on thelevel of saving amongst the population. Accordingly,
there are differences in savings across socio-economic and demographic
characteristics such aslevel of education, marital status, age level, gender and
employment status which have a statistically significant impact towards the
level of saving aswell.
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Conclusion

In conclusion, it can be stated that households who have completed their
studies up to atertiary level, are divorced, employers, males and aged above
66 years tend to save more than other households. Socio-economic and
demographic variables such asthe level of education, marital status, age level,
employment status and gender have a statistically proven significant impact
towards the level of saving. As an action plan, it is recommended that the
government and non-government institutions take necessary steps to
encourage households to educate themselves, provide concessions for female
households, households in the labour force, and introduce policies for
empowering the self-employed and employees of other sectorsto managetheir
finances, which would enable them to cope which any precautionary and
unanticipated situation that would arise in the future.
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| ntroduction

Scientific evidence has proved anti-viral, anti-carcinogenic and anti-diabetic
properties in tea (Camellia sinensis) due to the presence of high levels of
antioxidants (Modder et.al, 2002). However, the maor tea producing
countries including Sri Lanka paid less attention to such properties until the
covid-19 pandemic hit the world boosting demand for black teain Sri Lanka
with a FOB price hike of 15%. In 2018, Sri Lanka was the third largest tea
exporter in the world, accounting for 14.7% of total global tea exports. Nearly
60% of this teawas exported in primary processed bulk form. Bulk teais sold
at lower prices than value-added tea forms. For instance, in 2018, the average
price of Sri Lankan bulk teawas 4.01 US$/kg, while the average prices for tea
bags and tea packets were 8.18 US$H/kg and 4.47 US$/kg respectively. During
the last five years (2014-2018) Sri Lanka earned only 4.83 US%/kg,
comparatively lower than non-tea producing countries such as Poland, which
earned US$10.13/kg; Germany.US$9.55/kg; and the UK,US$7.18/kg). These
developed nations were adready capitalizing on producing tea-based
innovations (e.g. confectionaries, tea wine, pharmaceuticals and cosmeticsin
Japan, Poland, Germany, and UK) using raw materials mostly imported from
tea producing countries such as Sri Lanka (Koch et al., 2019). We see this as
a missed opportunity for tea producing countries. Product innovations based
on tea can be categorized basically into two types: 1) incrementa innovations
(e.g. - flavoring, bagging, packeting) and 2) radical innovations (tea
concentrate, tea cordial, tea-based confectionary).
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Innovation has two basic dynamic impacts; 1) magevard shift in the
production function, and 2) increase economic efficy for the industry as a
whole due to creative destruction (Baumor 200z;it@sl by Sengupta, 2014).
This study is based on resource-based view of iatn@v (Locketet al., 2001)
and social cognitive factors of innovation (Woedal., 1989). Empirical
findings on determinants of radical innovation$aad and beverage industry
are mostly based on the US and Europe limitingotlaetical implementation
to an industry in developing countries. Thereftines study aims to contribute
to minimize this research gap.

Objectives

Under above background, the objectives of thisystuere 1) to identify the
impact of producing tea-based radical innovationdion performance and
2) to identify the determinants of producing teadzhradical innovations in
Sri Lanka.

M ethodology

Our study population was tea exporting firms inwolvn innovation in Sri
Lanka in 2019 (N=180). We randomly selected 43 (R4%porting firms
based on their average annual export volume. Wkeatetl primary and
secondary data through a questionnaire survey atedviews with all 43
CEOs and/or COOs in August-September, 2019.

To achieve the first objective, we divided 44 firms into two groups:1)
firms who had produced at least one tea-based nedugpt (new to the firm)
for commercial purposes within the last five ye@814-2018) 2) firms who
had not produced tea-based innovations. The melrew of the sales gain
for the two groups were tested by Mann-Whitney &t te examine if there
was a significant difference in the sales gain doieproducing radical
innovations. To achieve the second objective, walaoted a binary logistic
regression where our dependent variable was prodgueidical innovations
(yes/no) vs. the independent variables: firm’s agenber of executives (as a
proxy for firm's size), number of foodechnologists, number of tea
technology graduates, CIM/CIMA qualified officedgvel of education of
CEO, experience of CEO, Science and Technologyifopaion of CEO,
having contacts with TRI, and the number @fport destinations. We
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observed significant correlations between thesependent variables, and
therefore followed a factor analysis to reducerthmber of variables and to
create a set of orthogonal variables.

Results and Discussion

Tea-based radical innovations, defined as prodietsloped through intense
change of the tea green leaf, produced by the safirpis for commercial
purposes during 2014-2018 include the following tywoups with the number
of firms in brackets:

a. Oolong tea (4), Silver tips and golden tips (3)nHi@rafted tea (3), Gold
plated teq1), Ceylon green te@), Ceylon match&), Compressed tga)

b. Tea aroma (1), Tea concentrate (3), Matcha enetigk (2), Bubble tea
(1), Ready to Drink tea (3), Tea biscuit (1), Teadtal (1), Tea premix (2),
Instant tea (3), Tea stick (1)

The average sales value of Rs. 1660.51/kg of fipreducing radical

innovations (=19) was significantly higher than that of (averageRs.

1066.94/kg) firms that did not produce any radicabvations K=24) (Mann-

Whitney U = 92; p = 0.001).

Table 1: Factor Analysis Matrix

Factor interpretation

Factor .
(% variance)

Loading Variables included

1 Firm Strategy (40.84) 0.911 No. of executives

0.903 No. of food technologists

0.855 No. of destinations

0.758 No. of CIM/CIMA qualified officers
2 Firm Resources (19.40) 0.825 Experience of the CEO

0.718 Resources

-0.704  Level of education of CEO
3 TeaTechnology (11.62) 0.836  No. of tea technologists

Note: Kaiser-Meyer-Olkin measure (KMO=0.742) protest factor analysis is appropriate
to analyze the correlation matrix. Chi square fart®tt's test of sphericity is 162.98
(p=0.000) at 36 degree of freedom.

The extracted three factors together explained%108 the total variance.
Factor analysis reduced eight variables to threm faators (Firm strategy,
Firm resources, No of tea technology graduated)I€T2).
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They? for logistic regression (overall model) is sigo#it over the intercept
only model (null model)y? (5) = 21.88 (p=0.001). Thg (8) for Hosmer-
Lemeshow test is insignificant (p=0.434) suggestirgmodel fit to the data
(see Table 2).

Table 2: Determinants of Producing Tea-based Rhttinavations

Variable Beta S.E. Wald df Sig. Exp(B)
Firm Strategy 0.128 0.432 0.087 1 0.768 1.136
Firm Resources 1.137* 0.48S¢ 5405 1 0.02C 3.119
CEO’s science and

technology qualifications 2.316* 1.03¢ 4.977 1 0.02¢€ 10.134
(yes)

TRI contacts (yes) -0.886 1.04¢ 0.713 1 0.398 0.412
g'roa' d?;fattzz technology g9g+ 0434 5281 1 0.022 2.714
Constant -1.267* 0.602 4.422 1 0.035* 0.282
Test X2 df p
Overall model 21.88* 5 0.001
Score test 17.88* 5 0.003
Goodness of fit — Hosmer & Lemeshow  7.99 8 0.434
test

Note: * represents variables are significant atfgfificance level.

Firm Resources, CEO’s background in Science andntdogy and
contribution of tea technology graduates are sicgnit and positive towards
producing radical innovations. Many radical innawas begin at the tea
field (e.g. hand-crafted tea, oolong tea, Ceylomches compressed tea etc.).
However, there are only 12 firms (28%) that havegrated or at least have
direct links with tea plantations or processingtdaes. In our sample, 10
CEOs (23%) are either Science/technology graduatekey had followed
tea technology or processing course within themute. Although the
contribution of tea technology graduates towarddiced innovation is
significant, we observed only 16 (37%) firms retzdi tea technology
graduates.
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Conclusion

Our study revealed a statistically significant irfpaf producing radical
innovations towards tea exporting firms’ sales gaifllso, we found that
cognitive factors of the CEO (education and expeeg, resource integration
and contribution of tea technology graduates asifsignt determinants of
producing radical innovations. In macro scale, vw®ngly recommend
ceasing the motivations towards bulk tea exporid @rake innovation a
priority. For that, we suggest the active conttitru of well-experienced tea
professionals (CEOs) in Sri Lanka. Establishingt@ng link between

universities and research institutes to providergdic base for innovation
would be beneficial. We recommend make more rooneXpose the tea
technology and value addition graduates to industiyring their

undergraduate tenure and establish mechanismkahiem directly to firms

upon graduation.
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I ntroduction

Climate change is amagjor factor that significantly affects the world economy
with extreme changes in climatic variables such as precipitation, temperature,
winds, relative humidity etc. Agriculture is an economic endeavor that
depends on both climatic and weather situations on which its extremes direct
to failure in agronomic activities switching deficit in the economy. Parallel
circumstance exists in Sri Lanka, where the primary income source is
agriculture.

With the high geographic and climatic variability in Sri Lanka, different kinds
of crops are cultivated in different regions, harmonizing their unique
characteristics of topography and climate. The mean annual rainfall in Sri
Lanka varies from under 900mm to over 5000mm from the driest part to the
wettest part. The 3 climatic zones that have been classified according to the
mean annual rainfall are further divided into 46 Agro-ecological regions
having different amount of rainfall.

Crops, cultivars and implementation of agronomic practices are planned as per
the forecast climatic variables al over the country. In addition to that,
irrigation planning is executed mainly considering rainfall where irrigated
farming is performed. Thus, rainfal variability is crucia in agricultura
activity, water management, food security and energy production. According
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to the annual reports of Central Bank of Sri Lanka from 2010 to 2019, paddy
production in yala season of 2012, 2014, 2017, 2018 and 2019 has declined
due to the drought conditions existing in those years whereas it has increased
in 2010, 2011, 2013, 2015, 2016 and 2018 due to the favorable weather
conditions and proper irrigation plannning. It generates fluctuations in the
economy since mainly drought conditions prevail in the Dry Zone, where
paddy production is concentrated in Sri Lanka. Therefore, realization of
rainfall distribution is vital in order to accomplish proper policy planning,
decision making and risk management.

Hence, location specific range and likelihood of rainfall is essentia in
achieving those strategies. Therefore, modeling of rainfall variability with
probability distribution is a useful tool. The information regarding rainfall
accumulation in time and space for an area and the foundation for fitting and
testing distribution models is given by historical rainfall data (Husak et al.,
2007). Along with that the gamma distribution has been recommended as the
best fitted distribution in order to describe the annual, monthly or seasonal
rainfall (Aksoy, 1999; Sen and Eljadid, 1999; Husak et al., 2007; Sivajothi and
Karthikeyan, 2016).

Objectives

The primary objective of this study isto estimate the parameters of the gamma
probability distribution and explain the monthly rainfall variability in the
location.

M ethodology

The daily rainfall data for the 40 years from 1980 to 2019 of Mahailuppallama
(80.47°N of longitude and 8.12°E of latitude) was obtained where agricultural
activitiesare carried out at research level, farmer level and industry level. The
missing values werefilled with parallel time point of the recent past. Monthly
data were employed for the analysis. For the non-zero monthly rainfall data,
probability distribution function of two parameter Gamma distribution
(equation 1) was constructed. The complete gamma function is given by
equation 2.

a-1,-x/B
f(x) — (x/B) e

Br(a) 1)
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r'(a) = foooe‘tt“_ldt (2)

The two parameters are: shape parametgralfich determine the skewness
of the distribution and scale paramet@) that determines the spread of the
values. These two parameters are estimated throuaghmum likelihood
estimation. For that the value of A (equation 3joive determined which is
then used to calculate(equation 4) followed b (equation 5) (Thom, 1958).

np ]
A = In(x) — Ziz 20 (3)
np
&zi(l+ f1+ﬁ> (4)
4A 3
A X
== (5)

Where,x; is non-zero values of the rainfall data ang the arithmetic mean
of the non-zero values.

The mean of the distribution ig? whereasy? is the variance that was used
to explain the rainfall distribution. In order test the goodness of fit of the
fitted distribution, Kolmogorov-Smirnov (KS) testaa performed comparing
empirical cumulative probability and theoreticahaulative probability. The
‘D’ that is the KS test statistics and p valuesewarcorded. ‘D’ is defined as
the largest vertical difference between theoretiealipirical cumulative
distribution function (Sivajothi and Karthikeyar)16). The rejection level of
0.01 was used and the null hypothesis was theatatistribution performs
adequately in modeling the historical value for tfigen month at give
location.

Results and Discussion

Gamma parameters and results of the KS test imcpknt for the months in
Mahailuppallamaare given in table Xx values are less than one which means
that the gamma distribution is strongly skewed he tight. And the
distribution is highly squeezing #svalues are larger. The mean rainfalls with
standard deviations (SD) in separate stations @®epted in the same table
as the estimates of the rainfall of a particulanthoRelatively dry periods
have a higher shape parameter and a lower scamptar.
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Table 1: Gamma Distribution Parameters, Mean and SD of the Rainfall and
Results of the KS Test for Mahailuppallama

Month o B Mean SD D p value
January 036 258.74 9353 15556 0.25 0.16
February 046  205.39 9357 13863 0.18 0.57
March 0.27  303.06 8280 15841 0.33 0.03
April 0.10 1729.63 17271 54656 0.68 0.00
May 032 359.34 11583 20402 0.28 0.10
June 0.44 40.21 17.85 26.79 0.13 0.91
July 0.68 42.50 28.91 3505 0.23 0.26
August 0.88 46.07 40.49 4319 035 0.01
September 031 316.55 9843 17652 0.28 0.10
October 0.07 3939.27 26843 102830 0.75 0.00

November 0.04 595840 26453 125545 0.83 0.00
December 012 162220 19505 56250 0.63 0.00

The values of D are relatively small, supporting not rejecting the null
hypothesis. The p values are greater than 0.01 except for the months of April,
October, November and December which also supports non-rejection of the
null hypothesis.

Conclusions

According to the results, the empirica rainfall distribution is represented by
the gamma distribution adequately for Mahailuppallama in most of the cases.
Further, it impliesthat, when the deviation of rainfall ishigher from the mean,
it is difficult to project the future since such cases do not follow specific
theories. The joint interpretation of monthly shape parameters and scale
parameters conveys the distribution of valuesin the modeled rainfall datain a
particular location for a qualitative assessment of the amount and stability of
rainfall throughout the season. Likelihood of receiving rainfall amount
obtained by the parameters will give the estimation of rainfall in amonth at a
location, thereby implementation of agronomic practices and water
management can be strategically planned.

Since at present in Sri Lanka, this kind of theoretical distribution has not
been taken into account for drawing climatological implications, the finding
of the study will support forecasting scenarios with policy implication and
decision making in order to avoid crop loss affected by farmers and diminish
the overall economic loss occuring due to the forthcoming rainfall. Hence,
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modeling rainfall is of paramount importance since rainfal variability has
been identified as amajor cause of fluctuations in crop production in the Dry
Zone.

References

Aksoy, H. (2000). Use of gammadistribution in hydrological analysis. Turkish
Journal of Engineering and Environmental Sciences, 24(6), 419-428.

Husak, G. J, Michaelsen, J. and Funk, C. (2007). Use of the gamma
distribution to represent monthly rainfall in Africafor drought monitoring
applications. International Journal of Climatology: A Journal of the Royal
Meteorological Society, 27(7), 935-944.

SEN, Z. and Eljadid, A. G. (1999). Rainfall distribution function for Libyaand
rainfall prediction. Hydrological Sciences Journal, 44(5), 665-680.

Sivgothi, R. and Karthikeyan, K. (2016). Analysis of monthly rainfall data
prediction for change of economic environment in Pampadumpara using
Gamma  distribution. Research  Journal of Pharmacy and
Technology, 9(9), 1477-1482.

Thom, H. C. (1958). A note on the gamma distribution. Monthly Weather
Review, 86(4), 117-122.

40



Extended Abstracts

An Investigation of Factors Affecting the Exchange Ratein Sri Lanka

S. Mathusha

Department of Economics and Satistics, University of Peradeniya,
Si Lanka

Keywords: ARDL approach; Cointegration; Exchange rate

I ntroduction

The exchange rate is defined as the number of whittomestic currency
that are needed to buy one unit of foreign curreificglays a vital role in a
country’s level of trade, which is critical to eydree market economy in the
world. This is because changes in exchange rates pervasive effects on
prices, wages, interest rates, production levelsd aemployment
opportunities. Further, depreciation and appremmtf the exchange rate
affect the economy in different ways. In generglpraciation of a country’s
currency lowers the inflation and domestic pricdsiroports. Also, the
burden on foreign debt becomes less. Lower impocep will encourage
imports and worsen the country’s trade balance. oEgps will be
discouraged by the reduction in their income in dstic currency.
Depreciation will have the opposite effect. Forsineeasons, exchange rate
is the most watched economic measure of any country

In Sri Lanka, during the fixed exchange rate peritdte currency was
devalued from Rs. 4.76 per US$ at the end of 1869Rst15.56 at the end of
1977. After commencing the managed float exchaatg negime, it further
depreciated to Rs. 80.06 at the end of 2000. Imatelgi after the flexible
exchange rate regime, the exchange rate depreciatadrs.93.16 at the end
of 2001 to Rs. 182 at the end of 2019. These clsamgiect a 415%
depreciation during the managed float period ofy2ars (nearly 19% per
year) and 102% depreciation during the flexiblehexwge rate system of 18
years (nearly 6% per year) so far. The total cuyeaepreciation is nearly
941% in 40 years of managed and flexible floatquewhich is nearly 23.5%
per year on average (www. daily news.lk, 2020). ey, it is difficult to
identify particular reasons for such different sabé currency depreciation.
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There are many studies showing the relationshipdet the exchange rate
and its determinants for a number of countries.ofding to Saeed et al.
(2012) stock of money and foreign exchange res&alance positively
contribute to exchange rate appreciation in Pakisturther, debt and
political instability affect it negatively. Venkatan and Ponnamma (2017)
found that foreign direct investment, Gross DonteStaving and inflation
contribute negatively to the exchange rate in Indieanwhile, current
account deficit and interest rate positively affébe exchange rate.
Rajakaruna (2010) has investigated the factors @fffeict exchange rate
fluctuation in Sri Lanka. The study revealed a niegarelationship between
exchange rate and inflation, interest rate, remittaand terms of trade. In
addition, it identified a positive relationship eten the exchange rate and
net foreign purchase.

However, none of the previous studies have corsieéhe relationship

between exchange rate and its determinants usendRDL Bound testing

approach in Sri Lanka. Further, this is the fitsidy to include foreign direct
investment net inflow, public debt and consumeceindex as explanatory
variables when estimating factors that affect tlxehange rate. These
motivate to fill this gap in literature. Furtheindings of this study would

help policymakers to adopt appropriate strategied policies regarding

exchange rate in Sri Lanka.

Objective

The primary objective of this study is to investggthe main factors that affect
the exchange rate in Sri Lanka.

M ethodology

This study covers the Annual data of Sri Lanka dkerperiod 1977 — 2018.
Data for the exchange rate (ER), interest rate, (tRjrent account deficit
(CAD) and public debt (PBD) were extracted from AahReports of the
Central Bank of Sri Lanka, while those for consurpece index (CPI),

foreign direct investment net inflow (FDINI) andmdtance (REM) were

obtained from World Development Indicators of th@Ml Bank data base.
All variables, except IR, were transformed intoadunal logarithm. ADF and
PP unit root test methods were adapted to testdtmnarity property of the
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series. Akaike Information Criterion (AIC) is apgdi to determine the optimal
lag length of each series. The empirical model feasnulated based on the
literature as given below:

LER, = B, + LFDINI, + LPBD, + LREM, + IR, + LCAD, + LCPI, + U, (1)
Where,U, is the white noise error term,t=1,2,3 ......... T.

Autoregressive Distributed Lag (ARDL) Bound testimgpcedure developed
by Pearsan et al. (2001) was employed to find obkther there is
cointegration and the long - run relationship be&mwevariables. Error
correction version of ARDL model was adopted torexe the short — run
relationship between variables and long — run &djast. In addition,
diagnostic tests were conducted to check whetherdbults are robust and
Cumulative Sum (CUSUM) test was conducted to clibekstability of the
model.

Results and Discussion

According to the results of ADF and PP unit rosts$eIR is stationary at level
while the other variables of the model are statipra their # difference,
implying that variables are integrated in ordez@R) and order one (LER,
LCAD, LFDINI, LPBD, LREM and LCPI). Therefore theRDL model was
ued. Akaike Information Criteria (AIC) advocategwd ARDL (4, 1, 3, 1, 2,
1, 0) model for the analysis. As a prerequisite &orcurate estimation,
diagnostic tests were employed and results aregivéable 1

Table 1: The results of Diagnostic Tests

Test Probability
Normality (Jarque — Bera Test) 0.6956
Serial Correlation (BG LM Test) 0.7928
Omitted Variables (Ramsey RESET Test) 0.7626
Heterockedasticity (BPG Test) 0.3946

Results of the above mentioned diagnostic test$iroorhat residuals are
distributed normally, residuals are not seriallyrretated, there is no
specification error in the estimated model and udiEince term in the
eguation is homoscedastic. Meanwhile, recursivenasts of CUSUM plot
lies within the upper and lower critical Boundsb8b significance level, so

43



Peradeniya International Economics Research Symposium 2020

that the stability of parameters is estabilisheslti#e next step of estimation,
the results of the Bound test shows that the Ftissit is 3.79. This exceeds
the critical value of upper bound 3.28 and confirmi®ng-run relationship.

The long - run results of the corresponding ARDLdeloare presented in
Table 2 below:

Table 2: Results of Long run Relationship (Depend&miable: LER)

Cons LFDINI  LPBD LREM IR LCAD LCPI
7.412 -0.108"*  0.499**  -0.250%*  -0.032%* 0.079"* 0.548**
(-8.751)  (-3.105)  (5.0127) (-2.701)  (-2.939)  (3.359)  (2.943)

Note: t — statistics are given in parenthesis.**and *** show significance at 10%, 5% and
1% level respectively.

As expected by the monetary approach to balangeawinents theory and
similar to the existing study, (Venkadesan and Romma, 2017) CAD

positively and significantly affects the exchanggerin the long run. This

implies that increasing CAD causes exchange rgteed&tion in Sri Lanka.

Meanwhile, CPI is the main factor that largely af.®eER in the long run.

When CPI increases by 1 percent, the ER increas@$B8 percent, holding

others fixed. This reflects a high inflation ragelucing the value of currency
and encouraging exchange rate depreciation. PBBeisiext variable that

largely affects the exchange rate in the long When PBD increases by 1
percent, the ER increases by 0.499 percent, holatimgys fixed. Sri Lanka’s

past experience reflects a continuous budget deficich encourages the
government to rely on public debt to fulfill thefab#. Therefore, continuous

increase in public debt causes currency depreniahs expected by the
theory and some of the empirical findings (Venkatesnd Ponnamma, 2017,
Manurya, 2017) FDINI negatively affects the exchamngte in the long run,

which means an increase in FDINI induces appreriatf the currency.

Likewise, IR and REM negatively and significantigpact on the exchange
rate in the long run.

Next, the results of the short - run dynamic andgle run adjustment
coefficient are presented in Table 3. Accordindagged, three and four
period lagged values of the ER positively and g$igantly affects the
exchange rate in the short run. Moreover, cuwvahie of FDINI negatively
affects the ER while current value of CAD positiwalfects the ER. Lagged
values of FDINI and IR have a negative and sigaificimpact on the ER.
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Current and lagged values of PBD have a positivesagnificant impact on
the ER in the short run. Moreover, ECT (-1) caraa®xpected negative sign,
which is highly significant, which illustrates thaere is an adjustment toward
a steady - state line in the long run one periter dhe exogenous shock; i.e.
about 60.29 % of disequilibrium in the ER is coteecevery year one period
after the exogenous shocks.

Table 3: Results of Short run Relationship and LangAdjustment

Panel A: Short — run Coefficient Estimates R? =84.54
Dependent Variable: LER
Lag Order 0 1 2 3 4
ALER 0.852%** -0.238 0.496*** 0.553***
(4.187) (-1.552) (2.925) (3.843)
ALFDINI -0.030** -0.039***
(-2.196) (-3.178)
ALPBD 0.521*** 0.380** 0.346** 0.313**
(3.850) (2.370) (2.480) (2.351)
ALREM -0.004 -0.168
(-0.038) (-1.597)
AIR 0.001 -0.011* -0.012**
(0.311) (-2.396) (-2.490)
ALCAD 0.023 0.042%**
(1.925) (3.591)
ALCPI -0.011
(-1.159)

Panel B: Error Correction Representation

ECT (-1) =-0.6029 (-6.444)***
Note: t — statistics are given in parentheses*&nd *** show significance at 10%, 5% and
1% level respectively.

Conclusion

The main objective of this study was to identife tfactors that affect the
exchange rate in Sri Lanka. To achieve this objectime series data for the
period 1977 — 2018 were used. The selected ARDLempdsses all the
diagnostic tests and the stability test. The restithe ARDL Bound test
implies that there exists a co - integrating relahip between the variables.
According to the long run results consumer pricdein and public debt
largely affect the exchange rate in Sri Lanka. Mdale, the current account
deficit also positively affects the exchange ratethe long run, whereas
REM and IR have negative impacts on the excharge lraaddition, FDINI
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negatively affects the exchange rate whereas PBBitipaly and
significantly affects the exchange rate in the shlon. Therefore, proper
management of public debt, consumer price index, emrent account
deficit is necessary to increase the value of rigggenst USD. Further, the
study emphasizes the necessity of foreign diregestment net inflow,
remittance inflow and high level of interest rateiricrease the value of the
rupee against USD. Moreover, policymakers can dgvehppropriate
macroeconomic and monetary policies, by taking axtoount these factors
that affect the exchange rate in the short runimride long run.
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I ntroduction

Entrepreneurs (hereafter defined as own accounkes®y are vital to the
economy especially in the case of poverty allesratiand reducing
inequalities in a post-war climate in a countrytekfslow recovery from the
Easter Sunday attacks, COVID 19 is like a secongevad tsunami to the Sri
Lankan economy. With a workforce of 8.6 million s@ting of 64.5% males
and 35.5% females (DCS, 2020), the economy fasetback due to the onset
of COVID 19. According to the World Economic Forumstart-ups had
terminated more than 70% of their full-time empleymntracts during the
pandemic and more than 40% of the start-ups wiNeheash to run the
business only for just less than three months (WABR0). While the global
lens indicates insecurity of the startups and sswle businesses, the Centre
for Poverty Analysis (CEPA) attempts to investigike national level impact
on own-account workers during the time of COVIDIG€&down.

CEPA studied the livelihoods of 400+ householdsoser23 districts to
understand the effects of COVID 19 on them. We warable to make the
survey representative due to data collection &gins. In this paper, we will
be analyzing the impact of COVID 19 on own accouvotkers at three levels;
the economic impact, COVID 19 and its impact ondatwld activities and
perceptions on economic burden in the household.

Objectives
The objective of the paper is to understand antlatathe impact of COVID

19 on own account workers during the lockdown knmothe month of April
to June, 2020 in order to answer the following goes;

1. Has there been an economic impact on the housebblolsn account
workers during the lockdown period? If so, whathie nature of this
impact?
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2. Has there been an impact on the care work of thisdiwlds during the
lockdown period?
3. What has happened to perceptions on the econoting dfousehold?

M ethodology

This paper looks into analyzing a survey condutigthe Centre for Poverty
Analysis during the COVID 19 lockdown period in tfrst quarter of 2020.
The methodology consists of two parts; quantitaginalysis of the survey and
analysis of the existing literature. Due to worsdtretions, the analysis of the
existing literature is not included in the papermitation of this study
described below.

The survey does not consist of a representativepleadue to data collection
limitations during the COVID 19 lockdown period. driefore, the surveyed
population is highly skewed towards the populatioviso have access to
internet connections as the data collection metirslonline.

Results and Discussion

The survey looked into seven types of working categ such as
managerial, professional, teaching, assistant,epréneurial and other
(workers who does not fall under any of the abaxecategories). Due to
lesser number of responses in certain work types,have only analyzed
three main work types; managerial, professionalercepreneurial sectors for
comparative purposes.

This analysis patrticularly looks into three distinareas as previously
mentioned, which are the economic impact, changesare work during
COVID 19 and perceptions of certain aspects reldtedhe household
economy among the own account workers during ttlediown.

First, we explained the economic impact of COVID-Ihere are four
characteristics which can be used to identify tt@nemic impact on the own
account workers from the survey. They are job @ssa, income reduction,
income brackets and financial management. Accgrtinthe survey, 80%
of the own account workers (entrepreneurs) havecated that they are
expecting an income reduction while 50% of themusrgure about their jobs.
These percentages are drastically high when compaitd other work types
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where these percentages lie in-between 20-30% &% despectively.
According to these statistics, it is possible tfirthat own account workers
are more worried about job insecurity comparedth@iowork types.

Percentage of work type against income brackets
after effects

entrepren |

Professi I

Manag

0% 20% 40% 60% 80% 90%

Hlessthan 100000 10,080-50,000 50,000-100,008  100,000-200,000

Looking at the income brackets, more than 50% efdwn account workers
fall under the lowest income bracket; “less than0Q0”. Only 32% of the
sample of own account workers have reported tteit thonthly income is
between100,006- 500,000. Since majority of the own account workers
indicate that they belong to the lowest income kegowve can conclude that
the own account workers are the most vulnerabtbeoivork types as opposed
to other work types who are unable to absorb eateshocks such as the
COVID 19 lockdown.

The survey also has included a section on finamagmhagement during the
COVID lockdown period which ranks the choice of esging finance during
the COVID period. While almost all the work typeavik utilized cash in
hand as their primary option, own account workexgehopted for pawning
and non-interest borrowings as their second andhtingé option. However,

professions like managerial, professional and teacthave opted for

pawning and non-interest borrowings as their tlandl fourth options and
cash in bank as the second option. This furthesbéishes the previous
argument that was made; that own account workersvarse off financially

during the COVID 19 period. This finding is sigodint as the Sri Lankan
literature has not covered the impact of COVID 19amy of impacts on the
work types.
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Second, we will explain the impact of COVID-19 oonk hours of different
types of work.

Table 1: Hours of Care Workers

Work Hours _ Work Types
Managerial Professional Entrepreneurs

Change of Work 77.3584: 76.3157: 58.8235!
Hours 13.2075! 15.7894 17.64701
9.43396; 7.89473 23.5294
T
Work Hours 66.9811; 68.4210! 72.7272
Change of Care 2592282‘ égig?g: 2.9;13171
Work Hours 43.3962: 35.0877; 47.0588;

Note: Figures are in percentages of the surveyebleapopulation.

Change indicates marginal number of people who wagaged in paid and
unpaid work during and before the curfew period. &erage, change of
work hours had reduced and change of household awdkchange of care
work hours in absolute numbers. However, 73% ofatlvea account workers
have indicated that they had allocated more timehansehold work in

comparison to other work types (which averages rato60%) surveyed

across. There is no major discrepancy in care \&or&ng work types.

Finally, we explain the perceptions of COVID-19 €Titesult is given below:

Perceptions - Agree

| feel anxious and worried about the spread

of the virus and impacts in general
|
| worrv about not having enough drv rations e
0 20 40 60 80 100
Entreoreneurial Professional ~ ™Managerial

While the statistics indicate that household waskburdened heavily on own
account workers, looking into the perceptions adiogy to the work type indicates
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that the own account workers worry more about flaenily’s finances, dry rations, and
about the spread of the virus more than the otloek types.

Conclusion

It is evident that the own account workers arewloese off during the first
wave of the COVID 19 which reflects the social ségunetwork in the
country. The own account workers were affectechoget tiers; their economy,
household activities and their livelihood which hadirect influence on their
mental health (perceptions mentioned above). Furtbes, in spite of the
activated COVID 19 relief package by the governmesttain case studies
along with the quantitative analysis proved tharé¢hwere many left outs
specially in terms own account workers in the countGiven that
entrepreneurs and own account workers could biegttiédbone of an economy,
the government should mainly focus on the mostelaép income earners of
the economy by implementing representative anderalie groups in the
economy.
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| ntroduction

In December 2010, a wave of protests and uprisipgpularly referred as
‘Arab Spring’, spread throughout the MENA countids first started in
Tunisia after Mohamed Bouazizi, an unemployed 2&-y#d Tunisian
citizen, protested government corruption by settiirg to himself on
December 17 2010. Soon the protests and uprisprgad to other countries
of the region like Egypt Libya, Syria, Bahrain aMdmen. In Tunisia and
Egypt the protests resulted in the toppling ofieaduthoritarian regimes and
establishment of new democratic governments. lerathses like Libya and
Syria, the uprisings led to civil wars and hugeuedttes and destructions.
However, Bahrain and Yemen experienced waves dégi®as well, but in
both cases the protests were dismissed peacefyllyobtical settlement.
Apart from the above cases of Arab spring, no serigprising or revolution
happened in other countries of the region. Hemeefitst question that comes
to mind is what are the factors which caused pulpigsings and revolutions
in some countries but not in others?

However, It is not so obvious from the socio-ecomwonditions of the

MENA region whether it was socio-economic distresatich caused Arab
Spring events or a desire for more political righnsl civil liberties. It is to be
noted that in the 2000s, many developing counim@$ENA region did well

in terms of poverty statistics and human develognreticators. The region
had notable achievements in terms of Millennium &epment Goals related
to poverty, access to infrastructure services,tgaon, internet connectivity,
reducing hunger, child and maternal mortality, aimdreasing school
enrollment (Igbal and Kindrebeogo, 2015). This appHy opposing

relationship between socio-economic conditionshien decade prior to Arab
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spring and the onset of Arab spring protests, &taila deeper and more careful
empirical study between the political structure &ymk of regimes common
to the MENA region and onset of the protests. Oaase for the onset of
uprisings and instability in developing countries the so called
‘intermediate/transitional regimes’ thesis whichspates that regimes with
intermediate levels of political rights and demaization are more prone to
destabilization, than consolidated dictatorshipgl@mnocracies (Gates, et al.,
2000; Goldstone et al., 2010; Korotayev, et al180

Objectives

The purpose of this study is to empirically invgate the relationship between
the so called intermediate/transitional regimes wsiwdent protests during
Arab spring event.

M ethodology

The data of 14 MENA countries over the period 2Q087 were used in this
study. Dependent variable data of Arab spring ptetevas extracted from
‘Global Dataset on Events, Location, and Tone’ (&DJdata base. ‘Political
Rights’ variable used as intermediate regimes whigne collected from
‘Freedom House’ data base. Socio-economic variabheployed as other
explanatory variables were extracted from the WBddk data base. We also
used other political variables from Polity IV anther data bases. Following
some of the existing studies, we construct theessggon model below to
estimate the parameters:

Demy = By + B1DemVggpsyr + B2 PR1 + B3PR1gy, + B4 logGDPpc + BsGDPpcg +
BeCPI + B,HDIggyneaitn + PgDomgovhealthexp + BoFoodprodu +
BioFoodlmport + 1 Mobile + B1,0ilpents + BisUnempiorar +
BiaUnempyyin + B1sCL1 + B1PTSs + S17xrcomp + figxropen +
Bigexconst

We run a Fixed Effects model to investigate theaseconomic and political
determinants of the Arab Spring violent uprising& run a number of tests
for choosing the final appropriate model and treilts suggest that a Fixed
Effects model with robust standard errors is therapriate model to use for
our dataset. In order to choose between Randonct&féend the pooled OLS
model, we run a Breusch-Pagan Lagrange multiplidf) (test. Our results
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show that the pooled-OLS is a more appropriate mtmdese than the RE
model. Next, in order to choose between pooled-@b8 fixed effects
models, we test the null hypothesis that the cqudtrmmies are jointly
statistically different from zero. Our results &jehis Null hypothesis with
very high statistical significance, which implie&& model is the appropriate
model to use compared to pooled-OLS model. Werals@a test for choosing
between FE and RE models. However, before thatalse test for the
existence of heteroskedasticity in the data, froictv we are able to reject
the Null hypothesis of ‘no heteroskedasticity’ hretdata. The presence of
heteroskedasticity implies that the normal standsirdrs will be biased and
we cannot use a standard Hausman test. Henceadnste use the Mundlak
(1978) test for choosing between FE and RE, whegestandard errors are
robust to heteroskedasticity. Our Mundlak (1978) tesults show that we are
able to reject the Null hypothesis of ‘no correlatbetween the time-invariant
unobservables and the regressors’, and, henceéEtheodel is the appropriate
model to use.

Results and Discussion

Tablel: Results of Fixed Effects Model

Variables Dem_Voil Variables Dem_Vaoil
DemV_EgpSyr 0.0779* (0.037) | Mobile -0.00344 (0.014)
PR1 -3.688** (1.545) | Oil_Rents -0.113* (0.056)
PR1_sq 0.776** (0.318) | Unemp_total -0.165 (0.555)
logGDPpc -2.135  (3.730) | Unemp_Youth 0.247 (0.175)
logGDPpcg -0.169 (0.128) | CL1 -1.210 (1.456)
CPI 0.0147  (0.039) | PTS_S -0.0914 (0.258)
HDI_EduHealth 10.67 (16.34) xrcomp -4.490 (5.845)
Domgovhealthexp -0.330 (0.524) xropen -0.310 (2.920)
Foodprodu -0.0201 (0.017) exconst -1.150 (0.671)
Foodimports 0.151 (0.161) Constant 24.79 (31.94)

Obsdivas = 110

R-sqear = 0.677

#of @dries = 14

Year FE = YES

Note: Robust standard errors are given in pareagheé$* p<0.01, ** p<0.05, * p<0.1
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Due to space constraints, we skip reporting thdesaland figures of
intermediate tests in this paper. So we directiyprethe results from the Fixed
Effects model in the table below:

As is evident from the fixed effects model in Takleve have controlled for
a set of socio-economic and political variablesnglwith our Political Rights
variable (PR1) to capture the notion of intermesliaégimes. As the
intermediate regime hypothesis postulates thaalmgty and revolutions are
more frequent in societies in which democracy aoldigal rights level is in
intermediate levels, one would expect a nonlinedationship between
political rights and number of protests. To captilnie nonlinearity we have
added the quadratic term for political rights vhlea as well. As results in
Table 1 show, both PR1 and PR1_sqr variables atistgtally significant and
the sign for PR1 is negative while it is positiee PR1_sqr. This implies that
the relationship between ‘political rights’ and f@sts is nonlinear and U-
shaped. This means that in very strict dictatosskie. left-hand side of the
U-shape), any small increase in the level of galltrights reduces people's
inclinations to protest; while on the right-handesbf the U-shape, any small
and marginal increase in political rights increasiizens’ inclinations for
protest and regime change. The logic behind tlsslrevould be that, in very
strict authoritarian regimes any increase in paditrights (up to a threshold)
would reduce people's grievances associated wathaitk of freedoms, and
would make them protest less. But when politicght$ increase beyond a
threshold, people would have higher preferencessf@rdemocratic regimes,
and also would have more opportunities to orgathieenselves for protests
and change of regime. This explains the logic ehihy, beyond a threshold,
increases in political rights and freedoms leadmtwe protests (right-hand
side of the U-shape).

It seems that this result does not reflect theered U-shape’ relationship in
intermediate/transitional regime hypothesis. Furtiege, there are other
papers in the literature which also find resulist ttho not completely reflect
the inverted U-shape of intermediate regimes. D&tmckemer (2010) finds

that the occurrence of minor intrastate wars angbmmvil wars does not

differ between hybrid (intermediate) regimes andoeracies, and only
democracies have a significantly lower probabitifyexperiencing intrastate
fighting and warfare. Similarly, Slinko et al (2Q15uggest that the inverted
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U-shaped relationship between regime types and opoliical
destabilization is typically characterized by agrametry, with consolidated
authoritarian regimes being generally less stalihant consolidated
democracies. However, it should be to noted thatthere are no real
functioning democratic regimes in the MENA regiaui( dataset), in our
study the right hand side region of the U-shapelg@uld be considered as
the region coinciding with the intermediate regimeshe MENA region,
which represents the relatively less authoritareayimes. Therefore, it would
be plausible to suggest that the U-shape relatipnsh our study, in a
sense, would reflect the intermediate/transitiorglmes hypothesis as well:
as we do not have real democratic regimes in otasda to capture the
declining right-hand side of the ‘inverted U-shaphe increasing right-hand
side of our U-shape relationship would reflect thereasing part of the
‘inverted U-shape’ in the original intermediate iregs thesis. However, we
should mention that further research is needetii;drea. Further research
can look at this in more detail.

Furthermore, we also find support for the posisipatial spillover effects from
Egypt and Syria, the two countries that experientedhighest number of
protests. This confirms the positive spatial spuers from these two high
experiencers of Arab spring to other neighboringntoes. Our regression
results also show a negative and significant caiefit for Oil-rents (% of
GDP) variable, which implies that countries wilgher oil rents experienced
lesser protests. The reason for this could betliesie regimes had more rents
and resource to provide higher distributions owises to their citizens, or
might have had more resources to buy-off the ptetesThis finding further
might support the ‘authoritarian bargain’ hypotisesi MENA region, in
which an authoritarian regime buys-off politicabiemacy against better
economic services and distributions to its citizens

However, we do not find any empirical support ftiney socio-demographic
factors like level of GDP per capita, GDP growthPICHDI, youth
unemployment, or developments in cellphone use andial media
communications. Similarly, our results do not suppother political
variables such as civil liberties (CL1), or othentbcratic measure from
Polity IV index such as ‘constraints on chief exees recruitment’
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(exconst), or chief executives recruitment openficesspetitiveness
(exopen/excomp).

We should, however, point out that the results ftbm exercise are limited
to only a specific set of events in MENA region. Wigght require a wider set
of econometric studies to investigate the extenthich these results can be
generalized to other countries or other regionsaddition, we should also
note that certain structural factors, such as eatenfluences, which were not
part of this study might have played a role in dateing the protests.
Similarly, the dynamic interaction between the megiand the protesters
might have also influenced the evolution of theeaekiand mode of protests.
In this sense, this study should be looked upoa @seliminary empirical
investigation into certain important determinants pwotests in MENA
countries during Arab Spring. We feel that in thisited sense, this study
contributes to the literature.
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I ntroduction

Infrastructure facilities in a country play a siigant role in citizens’ daily
activities as well as in the overall economy. T petroleum, electricity,
port activities, telecommunication, water and sgioh come under economic
infrastructure whereas health and education fatleursocial infrastructure
(Amarathunge et al., 2007). An efficient and depelb system of economic
and social infrastructure across the country isemss for creating
opportunities for economic growth, poverty alleioat and employment
generation.

As identified by Amarathunge et al. (2007), the gbal infrastructure system
is the backbone of any nation and a sturdy infuastire network can increase
productivity, reduce the cost of production, inae#ade and reduce poverty.
On the other hand, Uduporuwa (2007) highlights thek of infrastructure
facilities can create major disasters or can augriennegative effects of
disasters. Hence the absence of adequate infrastUecilities is one of the
major barriers for national as well as regionalelepment (Sri Ranjith and
Thilanka, 2019).

Regional disparity - uneven and unbalanced digdiobuof economic

development in infrastructure facilities experiethd®y different districts or
provinces is a commonly discussed issue. In thé&@rkan context, scholars
highlight that over the last decade the disparntpriovincial Gross Domestic
Product (GDP) contribution is relatively high (SRanjith and Thilanka,

2019). Further, infrastructure was identified agpnsible for determining the
regional GDP contribution (Uduporuwa, 2007). Withist backdrop the
research problem of this study is as follows: défees in infrastructure

58



Extended Abstracts

facilities across the provinces have direct andiréad impacts on the
regional GDP, which thus create regional dispavitidenceforth, the study
examines how differences in key infrastructure lfiées may create
disparities across regional economies.

Objectives

The main objective of the study is to identify thmpact of three key
infrastructure sectors namely, transport, energgcecity) and water on the
aggregate level of GDP in Sri Lanka and provind&DP contribution
separately. The sub objective of the study is teniifly whether the
infrastructure facilities (water and electricitypesifically used for the
industrial sector in Sri Lanka have any impact be tndustrial sector’s
contribution to provincial GDP.

M ethodology

The study uses secondary data and a panel datsasetormed based on
annual data with regards to the nine provincesiih&ka from the year 2008
to 2018. Variables are selected based upon existirttjes and those variables
are in relation to the three infrastructure faigt water, electricity and
transportation (Rohima et al., 2017). The measunemespecific variables
used are as follows: Provincial GDP Contributioncatrent prices (Rs.
Millions); Water - Number of total consumers whiaicludes domestic,
government and industrial consumers; ElectricityNumber of total
consumers which includes domestic, religious, ifrthls commercial
consumers and street lightning; Road - Number tH#l tanad kilometrages
covering all types of roads from type A to D andhways; Government
Recurrent Expenditure (Rs. Millions) and Mid-YeapRlation.

The combined aggregate effect of infrastructureGoP is explored via a
Random Effect Multiple Regression Analysis and thedel is specified
below:

GDPy = Bo + P1 X1t + B2Xaie + B3X3it + PaXaie + BsXsie +uie (1)

Where B, is the intercepfy, is water X, is electricity,X; is transportationy,
is mid-year populationy; is government recurrent expenditure and u is the
error term. And provincial effect of infrastructumn provincial GDP is
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represented by(i = 1, 2, ..., 9). Impact of number of industrial consumers on
industrial sector GDP contribution is only carreat in the provinces where
it shows a significant impact on either water oectilicity facilities on
provincial GDP.

Based on the Hausman test, Random effect modedad to estimate the
equation (1).

Results and Discussion

The Random Effect Model results show that all thfeasstructure facilities;
water, electricity and transportation as well ag tbontrol variables;
government recurrent expenditure and mid-year @i have a significant
impact on the GDP contribution in Sri Lanka (Sebl&d). There is a positive
relationship between GDP contribution and numbecafsumers of water,
road kilometrages, government recurrent expenditawed mid-year
population. Further, a negative relationship canseen between GDP
contribution and number of consumers of electricity

Table 1: Results of Random Effects Multiple Regsé\nalysis
Variable Coefficient  Sd. Error  t-Satistic  Prob.

C -945345.8 154755.4 -6.108645 0.0000
X 2.2 0.429454  5.190523 0.0000
X, -1.3 0.259107 -5.023101 0.0000
X3 279.6 67.57900 4.137884 0.0002
X, 612.1 99.19470 6.171470 0.0000
X5 2.5 6.264151 0.411830 0.6827

After exploring the combined effect of infrastruetuon national GDP the
analysis was carried out to assess how provinofehstructure affects the
provincial GDP. Those results lead to the realorathat, though as a country
overall infrastructure plays a significant role,ra@gs the provinces some
infrastructure facilities play a greater role thahers.

Water has a significant positive relationship w@&®DP contribution in the
Central, Nothern, Uva and Sabaragamuwa provinagslEctricity, Southern
and North Central provinces show a positive refaiop while
Sabaragamuwa province shows a negative relationshifh GDP
contribution. In North Western province there ispasitive relationship

60



Extended Abstracts

between transportation and GDP contribution whilertNl Central and
Sabaragamuwa provinces have a negative relatianship

When considering the analysis done on industriakamers and industrial
contribution to GDP, the number of industrial watensumers in almost all
the provinces indicates a significant impact on frevincial industrial
contribution of GDP. Northern and Sabaragamuwa ipo®s show a
significant positive relationship whereas Centnadl &Jva provinces show a
negative relationship between the number of inthlstrater consumers and
the industrial portion of the provincial GDP.

As argued by D"emurger, (2001), not only the awdily and the quantity of
infrastructure but the quality should also be cdesed. Furthermore, equity
should be practiced rather than equality when atlag funding and resources
for the infrastructure development. Studies emm@eaghat the existing
strategy for infrastructure development in Sri Lartkas not successfully
contributed to reduce the regional disparities enmis of infrastructure
(Uduporuwa, 2007).

Conclusion

It can be concluded that even though infrastruglaigs a significant impact
on the GDP of Sri Lanka, the same infrastructulifies would impact
differently for different provinces. Moreover, ingtual proportion of the GDP
is also significantly impacted by the number ofusttial consumers of water
and electricity in different regions. This is impant in improving the
industrial sector GDP contribution. This study disethe policymakers to
practice equity when developing regional infrasinoe rather than focusing
on equality.
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I ntroduction

Economic growth and distribution of income can leeognized as two
important issues, which are concerned with economé@velopment.

Although the poverty rate of Sri Lanka is a singlgit value, the GINI

coefficient value reflects relatively high inconmequality. At the same time,
even though Sri Lanka belongs to the middle incaategory, the overall

economic growth rate is unstable and not sustaimeaddition, regional and
provincial poverty levels depict disparities of amee distribution at a micro
scale. Therefore it is important to understandgtevth-income inequality
nexus.

Income inequality in economics is the significargiparity in the distribution
of income between individuals, groups, populatiosscial classes, or
countries. This territory is staked out by foundgufpolars. The seminal work
of Kuznets (1955) is both important and controvarsHe asserted that
inequality was a consequence — though only temporarof economic
growth. In this respect, inequality was seen ageg&ing in the early stage of
the economic development process before decreaswty further
development. The existing empirical studies foupasitive (e.g., Rubin and
Segal 2015; Wahiba and Weriemmi 2014; Lundberg @qdire 2003), a
negative (e.g., Majumdarand Partridge 2009; Nis20f7) and mixed (e.g.,
Huang et al. 2015; Chambers 2010) relationship éetweconomic growth
and income inequality.

So in most cases, the nature of the relationshigvd®®n income inequality
and growth is dubious at best. Especially for depelg countries, rising per

2 Sri Lanka had been elevated to the status of aarupjmdle-income country in July 2019
and again down rated as lower middle income countduly 2020.
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capita income induces more inequality, which retagcbwth in this range.
By contrast, in developed countries, rising peliteajpcome tends to reduce
inequality, which lowers growth in this range (Bari990). Moreover, the
relationship may differ depending on the regiorth@ size of an economy.
Fallah and Partridge (2007) show that the impadheduality on economic
growth is opposite in rural and urban settings.

In considering the Sri Lankan literature an ungertalationship is observed
due to the policy changes in the country (Rathnayak14). Also, Sri Lanka
has been experiencing different phrases of incorguality; 1963-1973 low
income inequality with welfarism policies, 1973-198high income
inequality and 1987-1997 low income inequality (#@erathne, 2000).
Related studies on other Asian countries provedbanomic growth impacts
on income inequality significantly and positivelurther, Kakwani (1988)
highlights that economic development and incomeuadties are positively
related in Sri Lanka, with the turning point of teznets inverted U shape
hard to find, or occurring at the last stage ofalepment. In sum, studies
highlights that there is no consensus on the sigd strength of the
relationship.

Objective

The main objective of this study is to examineithpact of economic growth
on income inequality in Sri Lanka.

M ethodology

This study is based on time-series data of Sri hander the period 1980-2019
to analyse the impact of economic growth on incamequality. The data was
obtained from the World Development Indicatorshaf World Bank database.
Variables of this study were selected based on saintiee existing studies
(e.g., Shahbaz 2010) and the model is expressieti@ss:

LGINI, = By + B,LGDPC, + B,LFDI + s UMP, + u, (1)

Where, LGINI: log of GINI coefficient, LGDPC: logfdGross Domestic
Product per capita, LFDI. log of foreign direct @stment, UMP:
unemployment rate; error term and the subscript t indicates timequer
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Augmented Dickey Fuller (ADF) and Philips PerrofPJRinit root tests were
used to check the stationarity of variables. Alifecion was used to select the
optimum number of lags that can be included inrtiuglel. Autoregressive

Distributed Lag (ARDL) model - which was developby Pesaran et al.

(2001) — was employed to examine equation (1). ARBdunds Testing

approach was used to find the existence of coiategr and long run

equilibrium relationship between variables. ARDltsien of Error Correction

Model (ECM) was estimated to study the short rulati@nship between

variables and long run adjustment of the model.

Diagnostic tests of Jarque-Bera, Lagrangian Mudip{LM) and Breusch-

Pagan-Godfrey test were conducted to check whetherresidual was

distributed normally, no serial correlation betwewsvo error terms and

residual has constant variance respectively. Fyrikemsey RESET test was
used to check whether the model is specified cyre€Cumulative Sum

(CUSUM) test and Cumulative Sum Squares (CUSUM8&)was employed

to check the stability of the model.

Results and Discussion

ADF and PP unit root tests identified that all ahfes are integrated in 1(1)
except unemployment which is integrated in 1(0e(3able 1 in Appendix).
AIC criteria selected ARDL (1, 2, 0, 0) model amdhg top 20 models. The
results of ARDL Bounds test (see Table 2 in Appendonfirm the existence
of cointegration between the variables since tisgaFstic is greater than 1(1)
bound value. The table below shows long run ratstigp between the
variables that were estimated from the ARDL model.

Table 3: Results of Long- run Relationships

Constant LGDPC LFDI UMP R
2.223932%* 0.110969** -0.028958** 0.050689*
(0.0000) (0.0413) (0.0442) (0.0594) 0.911329

Note: Probability values are given in parenthesjs** and *** indicate variables are
significant at 10%, 5% and 1% level of significamespectively.

Above results imply that GDPC and unemployment eate positively and
significantly correlated with GINI while FDI is nagvely correlated with
GINI in the long run. That is, a 1 per cent inG@an per capita growth rate
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induces income inequality by 0.11% in the long-reeteris paribus. Also, 1
per cent rise in FDI tends to decrease income méglby 0.029 per cent
whereas, a 1% increase in unemployment rate terisels income inequality
by 0.05 per cent in the long run. Some of the exgsempirical literatures on
the developing and middle income countries arelairto these findings (e.g.,
Barro 1990). It may occur with the acceleratiorecbnomic growth through
more investments, as the real return is not equidityibuted and the higher
income group gain more benefits. Corruption, striadtfeatures, high low-
skilled labour proportion and low employment oppaities worsen this in the
long run.

The results of ECM (see Table 4) depict that GDR€&caincome inequality
negatively at lagged 1 and positively at lagged #he short-run. FDI has a
positive and significant impact on income ineqyaiit the short run. The
speed of adjustment coefficient is negative andiggnt which implies that
the disequilibrium of income inequality that aridesm exogenous shocks
moves towards steady state line at a speed of ZDib4ach year one period
after the shocksThe short run impact is aligned with some studizg.(
Majumdar, 2009) and the negative impact in the tshowr may occur due to
welfare programs and high immigration of low sldllabour.

Table 4: Results of Error Correction RepresentatioARDL Model
Panel A: Results of Short run (Dependent Variab@INI)

Lag Order 0 1 2
ALGINI 0.592* (0.0730)

ALGDPC 0.206 (-0.4101) -0.651** (0.0162) 0.503** (@©344)
ALFDI 0.016* (0.0970)

AUMP -0.002 (0.1068)

Panel B: Results of Long run Adjustment
ECT (-1) =-0.7064 (0.0489)***

Note: Probability values are given in parentheses, and *** show variables are significant
at 1%, 5% and 10% level of significance respecjivel

All the diagnostic tests proved that there are iagrbstic errors in the model
and the results are robust (see Table 5 in Appéndix
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Conclusion

This paper examines the impact of economic growtinoome inequality in

Sri Lanka both in the long run and in the short rlinis study found that an
increase in the economic growth tends to decreas®re inequality in the
short run but increase inequality in the long rdinere is a negative
relationship between FDI and income inequality e fong run while a

positive relationship exists between these twoakdess in the short run.
Unemployment affects income inequality positivehdasignificantly in the

long run while it does not have a significant impiacthe short run. In taking
policy decisions, one has to be conscious of thaged results. Absence of
corruption, transparency and proper managementetare policies, reduce
the dependency mentality of economically poor peophprove human

capital, rule of law and long sighted economic @eb over political biasness
would be crucial to mitigate the income inequattynditions in Sri Lanka,

although these are not directly revealed in thuslt Therefore, it is planned
to explore these factors in a further study.
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Appendix

Table 1: Results of Unit Root Test

ADF test PP test
Variable Level s Level e
Difference Difference
LGDPC 0.9116 0.0062*** 0.9115 0.0062***
LGINI 0.6348 0.0000*** 0.1487 0.0000***
LFDI 0.2376 0.0003*** 0.2368 0.0000***
UMP 0.0364**  0.0022*** 0.0405** 0.0019***

Note: *, ** and *** indicate rejection of null hypibesis at 10%, 5% and 1% respectively.

Table 2: Results of Bounds Test

Test Statistic Value Significance. 1(0) I(1)
Asymptotic: n=1000
F-statistic 4.026663 10% 2.37 3.2
K 3 5% 2.79 3.67
1% 3.15 4.08
Table 5: Diagnostic Tests
Diagnostic Test Test Applied P- Value
Serial correlation BG Serial Correlation LM Test .6@12

Functional Form Ramsey’s reset test 0.7267
Normality Test of skewness and Kurtosis 0.6287
Heteroscedasticity Breusch-Pagan-Godfrey 0.7270
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Figure 1: Results of CUSUM Test

[— cusum

68



Extended Abstracts

The Relationship between Sustainability Reporting and Financial
Performance of Listed Companiesin Sri Lanka

W.A.P.L. Sandali*", W.K.N.C. Gunathilake?, M.G.C.D. Deshapriya®,
M.A.C. Nirman?, A.A. Lokeshwara® and R.S. Weerarathna®

ST Business School, Malabe, S'i Lanka

Keywords: Sustainability reporting (SR); Financial performance (FP);
Global reporting initiative (GRI); Return on assets (ROA); Return
on equity (ROE)

I ntroduction

In the modern business world, Sustainability Repgr{SR) is an essential
but challenging subject which is considered torbpdrtant on a global scale
(James, 2015). The concept of SR comprises of adisod in three
dimensions i.e. economic, environmental, and sog@iaérefore, SR can be
referred to as a voluntary endeavor which involpebklishing accounts that
reflect economic, environment, and social perforoeanf an organization
(Isenmann & Kim, 2006). SR is the main platformamimmunicating the
sustainability practices and corresponding impaxftsa company to its
stakeholders. Many developed countries discloseir tlseistainability

practices (Dissanayake,Tilt and Xydias-Lobo, 2016)

On the contrary, there is a deficiency in sustdlitgbreporting in
developing countries. This is of special conceinges the majority of the
world’s population is predominately from developioguntries and they are
facing their own social and environmental probleomstheir own (United
Nations, 2013). Even in Sri Lanka, SR has receiveldtively poor
consideration compared to other developing cowtdee to SR not being a
mandatory reporting requirement in Sri Lanka (RBemnd Anise, 2019).
Most companies adopt GRI framework in the reporstrgcture. This helps
companies to move from either social or environraldmased perspectives on
sustainability to a progressively integrated viéwrthermore, adopting the
GRI framework promotes clarity, accuracy, usefusnasd comparability in
sustainability reporting (Dissanayake, Tilt and XaaliLobo, 2016).
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Objectives

The main objective of this study is to explore ttetationship between
sustainability reporting and financial performamddisted companies in Sri
Lanka.

M ethodology

The current study embraces a quantitative appreaath uses secondary data
to measure the relationship between sustainabipprting and firm-level
financial performance. For this analysis, the gtuses all two hundred and
eighty-five (285) companies in the Colombo Stockcliange (CSE),
representing twenty different sectors for the st#tg/per the primary perusal,
it was noted that, only eighty-seven (87) compamiese following the GRI
framework for SR in their annual reports which esamt the total population
of this study. Out of these, fifty-five (55) listembmpanies were selected
through purposive sampling, based on researchetsria that annual reports
should be prepared in compliance with the GRI fraoré& and consecutively
for the period 2015/16 to 2018/19.

Independent variable of this study is sustaingbikporting, which consists
of economic, social and environmental disclosufé® data related to these
variables were gathered through content analyssedan G4 and GRI
standards. Data was collected from the publishetuanreports of the
companies in the sample for the period concernddaaas then measured by
deploying the SR index. To measure the dependamdbla (i.e., financial
performance) the study adapted the ratios of RetarrAssets (ROA) and
Return on Equity (ROE). The current study has yssae| data for the process
of analyzing the stated objective. Descriptive ist@s and Pearson’s
correlation were computed analyze the relationship between the SR and FP
and the tests were conducted usBTtATA statistical package.

Sustainability Reporting Index

SR Index is a measurement technique used to wehniégher SR has been done
in accordance with GRI framework. This measurencentprises of four (4)
economic, twelve (12) environmental and thirty (38)cial standards
respectively, according to the G4 guideline. Whesa (6) economic, eight
(8) environmental and nineteen (19) social starglangre recognized
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according to the GRI standar@@RI, 2015). Each sub-variable was computed
based on the standards adhered to by companiesnai@suring the total
compliance of each component, which was then coeddo a 100% scale
using equation (1) (De Silva, 2019). Thtsdy used SR index as a composite
variable to analyze sustainability reporting throuthe combination of
economic, social and environmental disclosure.

Amount of Compliation

SR Score =

x 100% (1)

Number of Standards Considered

Return on Assets (ROA)

ROA is an indicator of efficiency of the firm rela to the total assets
employed, which is given by equation (2):

ROA = Net Income (2)

Average Total Assets

Return on Equity (ROE)

ROE is a profitability measure that calculatesah®unt of profits earned as
a percentage of the shareholders’ equity, whighavn by equation (3):

ROE = Net Income (3)

Average Shareholders' Equity

Results and Discussion

The descriptive analysis demonstrates the objecive it derived basic
characteristics of the present study data setrgaifety and distribution. The
descriptive statistics of SR Index (independent) @ependent variables in the
study, allows the researcher to describe data nmsteof mean, standard
deviation, minimum and maximum values and it presgidasic summary of
variables In assessing the companies, researchers have fiitydive
companies (55) who report on sustainability acecmdio the researchers’
criteria for the period 2015/2016 —2018/2019 (fgaar period).

Table 1 (in Appendix) shows that ROE has recordedean of 0.13 and
standard deviation of 0.15 with a minimum of -Oald maximum of 0.93.
The mean of ROA is 0.05, while the standard dewmtis 0.07, with a
minimum of -0.11 and a maximum of 0.39. Overalltaimability disclosures
were indicated through SR Index which has a meafl.®6 and standard
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deviation of 0.20. In addition, social disclosuaa,independent variable, has
an average value of 0.53 and standard deviatidh28f. Furthermore, other
independent variables, environmental and economsidagures, have 0.59
and 0.62 average values respectively. Economidodise shows the highest
mean value of 0.62 among the variables and a staw@&iation of 0.29 with
a minimum of 0.17 and maximum of 1.

Further, the mean of the economic disclosure vikrighowed the highest
indicated response in the data, while the ROA dsale variable reported
lowest response compared with other variables. Aleg to the analysis,
average values of dependent variables are 0.051& OThe independent
variables’ average values are maintained aboveDdu8.to the dispersion of
data, economic disclosure is highly spread-out aweide range and the ROA
amount of variation is the lowest value.

Correlation analysis was carried out to measure the relationship betveee
company’s FP and sustainability disclosures. Furttarelation indicates the
strength of the linear relationship (positive ogative) of variables. Pearson
correlation was calculated between the main vaglldependent and
independent variable) and results reported in T2ljkee Appendix).

The reported results show that economic (-0.00@rd)social disclosure (-
0.1343) is negatively correlated with ROA whichigates that there is a weak
negative relationship at 5% level of significana®d aonly environmental
disclosure is positively correlated with ROA at % 3evel of significance
which are tabulated in the table, depicting a weakitive relationship
(0.0774) while being insignificantly correlated. i3 ttondition indicates that
most of the companies provide sustainability repasta form of environment
disclosure to stakeholders to improve return oretass the company by
increasing recording environment disclosure. Howgvendicates a negative
relationship, by decreasing recording the econcanit social disclosure to
improve return on assets in the company.

The correlation coefficients between economic, mmmental and social
disclosures with ROE are respectively -0.0525, 1841 and -0.0286.
Furthermore, correlation between SR index and R®A0i0604 while the
correlation between SR and ROE is -0.0630. Accgrdinthe outcomes of
correlation matrix, by decreasing reporting susthility disclosure will
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enhance the Return on Equity in the company. al also revealed that SR
and ROE has no statistically significant correlatio

Conclusion

The present study explores the relationship betvigferand FP of the listed
companies in Sri Lanka. SR index was used to medhkearSR in accordance
with GRI framework while ROA and ROE were used teasure financial
performance for the period 2015/16 to 2018/19.

The study concludes that ROA has no statisticadjgiBcant correlation with

independent variables of SR except for the soéslasure variable, which
showed a weak negative correlation with ROA in mubsted companies.
Furthermore, it was noted that all three varialitesustainability reporting

revealed a negative correlation with ROE. It aldentified SR of many
publicly listed companies being negatively corretiatvith the ROE compared
to ROA. As future research the study recommendstkiis phenomenon be
further observed by increasing sample size and ogleyg other SR

frameworks.
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Appendix

Table 1: Results of Descriptive Statistics

Variable  Obs Mean Std.dev Min Max
ROE 220 .1291818 1511577 -44 .93
ROA 220 .0530909 .0717205 =11 .39
SR Index 220 .5614545 .2014959 .15 1
Social 220 5362727 .2087836 A1 1
Environmental 220 .5965909 .268263 0 1
Economic 220 .6166818 .2872693 17 1

Table 2: Correlation between SR and FP

Eco Env Soc SR _index ROA ROE
Eco 1.0000
Env 0.3618* 1.0000
0.000(
Soc 0.6024* 0.5567* 1.0000
0.000(C  0.000(
SR_index 0.6955* 0.7621* 0.9460* 1.0000
0.000( 0.000( 0.000(
ROA -0.0071  0.0774 -0.1343* -0.0604 1.0000
0.916: 0.253: 0.046° 0.372:
ROE -0.0525 -0.1184-0.0286 -0.0630 0.6794* 1.0000
0.438. 0.079. 0.673: 0.352( 0.000(

Note: * representsignificant at 5% level of significance
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The Twin Deficits Hypothesisin Sri Lanka: An Econometric Analysis
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I ntroduction

The Twin Deficits Hypothesis (TDH) states that aggmment budget deficit
(BD) leads to current account deficit (CAD) in gmea economy (Salvatore,
2006). High BD, by leading to higher interest ratesld in turn attract capital
inflows and thereby cause an appreciation of tltba&mxge rate. This will make
exports more expensive and imports cheaper, thenglygening the trade
deficit, which is the major component in the CADilhe economics literature,
two prime approaches are used to explore the oakttip between the CAD
and BD of a country: the Keynesian proposition ah@& Ricardian
Equivalence Hypothesis (REH). Based on the Muniielining framework,
the Keynesian view asserts that BD has a stafligtisenificant impact on
CAD; there exists a unidirectional causality thatws from BD to CAD. By
contrast, the REH posits that a cause and efféationship does not exist
between the two deficits. But, these are not the posible outcomes between
the two deficits. A bi-directional causality betwethe two deficits could also
exist.

For a long period of time, Sri Lanka has experienpersistently high BD as
well as CAD. TheCOVID-19 is likely to further exacerbate the highly
vulnerable fiscal and external financial situatadrSri Lankan economy. The
anti-COVID-19 measures have lowered economic activities anddviouther
reduce fiscal revenues. The recently announced rimmpstrictions will also
reduce the import tax revenues. On the other hgoekrnment expenditure
will increase due to additional expenditure incdro& antiCOVID-19 efforts
including cash payouts to the affected people. Eport Development
Board has estimated that the export of goods andcses will drop by $ 7
billion in 2020. The CAD of Sri Lanka’s balance payments is likely to
increase from $ 3 billion to $ 6 billion - $ 7 ih (www.ft.Ik). These twin
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deficits cause macroeconomic imbalances and indebss. Hence, this
study attempts to examine the relationship betw€&®d and BD. The
findings of the study are expected to guide poliakers to formulate fiscal
and monetary policies to avert further BD and CAD.

Saleh et al. (2005) and Sivarajasingham and Balam(#011) examined

TDH for Sri Lanka only by focusing on the relatibis between current

account balance (CAB) and BD. Therefore, this statgmpts to examine
the TDH of Sri Lanka including important variablasch as interest rate and
exchange rate, which directly influence the twifias process.

Objectives

The main objective of this study is to examinerglationship between CAD
and BD of Sri Lanka. Also, this study aims to exaenthe validity of the
TDH for Sri Lanka.

M ethodology

This study uses the time series data of Sri Lawka the period 1960-2019 to
achieve the above objective. Based on the twincidefiypothesis, the
econometric model of this study is expressed dgvist

CADt = ﬁo + ﬂlBDt + )BZERt + ﬁgIRt + U (1)

Where, CAD: current account deficit, BD: budgeticdi&éfER: exchange rate
IR: interest rate, u is the error term and the supist indicates time. Data
for all variables are extracted from Central Barfk Sysi Lanka annual
resports.

Augmented Dickey- Fuller (ADFRand Ng- Perromnit root test were adopted
to test the stationary property of series. AIC wasd to select the optimum
number of lag of each variable. ARDL Bounds tegtrapch was employed to
investigate the existence of cointegration and lamgrelationship among the
variables. The Error Correction version of ARDL mbdvas employed
to test the long run adjustment and short run dyesraf CAD. Granger
Causality test was employed to check the causalgtionship between the
variables.
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Results and Discussion

The ADF and Ng- Perron tests confirmed that all the véemlvere stationary
at their first difference. Akaike Information Crita (AIC) suggested the use
of ARDL (1, 0, 1, 0O)model for this analysis. The results of Bounds fiésthe
selected model is given below:

Table 1: Results of Bounds Test for ARDL (1, 0,) IMibdel
Panel A: F- Bounds Test (95% level of confidence)

F- Statistics Lower Bound Upper Bound
12.48 2.79 3.67
Panel B: Long run Coefficient Estimates
Constant BD ER IR R

7.4970 1.4845** .0.0575%* -0.3095** 0.8042
(0.0006)  (0.0000)  (0.0002)  (0.0138)

Note: P- value is given in parentheses. *, ** and indicate variables are statistically
significant at 10%, 5% and 1% level of significamespectively.

Results of Panel A in Table 1 reveal that therestexiointegrating
relationship between the variables since we rdjeetnull hypothesis of no
cointegration as the F- Statistic is higher thas apper bound critical value
(at 5% level of significance). Since the cointegi@gtelationship between the
variables is confirmed through the Bounds testethdnould be long run
correlation among the variables. Panel B in Tabkhaws that BD has a
significant and positive impact on CAD. If BD iscreased by 1% of GDP,
CAD will be increased by 1.4845% of GDP in the long, ceteris paribus.
Government borrowing to finance the BD leads tdhaiglR, which in turn
would attract capital inflows, thereby causing ampation of the ER. This
will make exports to become expensive and impohnisaper and thereby
worsen the CAD. Further, ER and IR have a signiiGgand negative impact
on CAD in the long run. These results suggestdbateciation of ER and an
increase in IR would improve the CAD. Some of th@stng empirical
literature on the developing countries also foumailar findings (e.g.,
Epaphra, 2017).

Coefficients of ECT (-1) carry a negative sign, g¥his highly significant,
indicating that there should be an adjustment tde/ateady state line at the
speed of 96.7% in each period one period afteexiogenous shocks.
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Table 2: Results of Error Correction Version of AR{, 0, 1, 0) Model

Short run coefficient estimates and error corogctepresentation

Lag order ACAD ABD AER AIR ECT (-1)
0 0.8828*** 0.2270** -0.2964** -0.9671**
(0.0000) (0.0159) (0.0118) (0.0000)
1 0.4165*** -0.2164***
(0.0034) (0.0322)
R?= 0.6919

Note: P- value is given in parentheses. *, ** and ihdicate variables are statistically
significant at 10%, 5% and 1% level of significamespectively

The previous year CAD and current value of BD haassitive and
significant impacts on CAD. The current value of BRs a positive and
significant impact on CAD wheres previous year BRI4g 1) has a negative
and significant impact on CAD. This is consistentthwthe J- Curve
phenomenon, which states that devaluation of tieegay will not improve
CAB in the immediate period but will significantiynpact on the CAB,
while making CAB improvement in subsequent peridésither, IR has a
negative and significant impact on CAD in the short.

The results of the diagnostic tests show that tbdahis correctly specified
and the parameters are correctly estimated byhgatisall the assumption
related to the residual (see Table 3 in appendix).

The results of the Granger causality test (see eT@)l identified weak
unidirectional causality between BD and CAD thatsdrom BD to CAD.

Table 4: Results of Granger Causality Test

Null hypothesis Obs  F-statistics  Prob.
D_BD does not granger cause D_CAD 57 2.4541 0.0588*
D_CAD does not granger cause D_BD 57 1.6235 0.2070

Note: *, ** and *** indicate that variables are statisaity significant at 10%, 5% and 1%
level of significance respectively

Conclusion

The empirical results of this study show that, ¢hés a positive and
significant relationship between CAD and BD in Banka both in the long
run and in the short run. At the same time, ther@ unidirectional causation
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that runs from BD to CAD. Therefore, this study clmdled that the TDH is
confirmed in Sri Lanka. Further, the results ofsthtudy support the
Keynesian viewand REH is not valid for Sri Lanka during the stymgriod
So this conclusion emphasizes that, in order tagedhe CAD in Sri Lanka
BD could be used as a policy instrument especiallyhis COVID- 19
pandemic situation.
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Appendix

Table 3: Results of Diagnostic Test

Diagnostic Test applied P- Value Conclusion
Serial correlation (B-G serial  0.5021 No serial
correlation LM test) correlation
Normality (Jarque- Bera) 0.3108 Error is nafrm
Heteroskedasticity (White test) 0.1334 No
heteroskedasticity
Omitted variable (Ramseys’ RESET 0.1650 No omitted
test) variables
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I ntroduction

The world’s financial market transactions have éased with a busy and
modern life style. In particular, the stock marketl the bond market play a
key role in establishing a correlation betweenritial market transactions.
Therefore, more and more investors have shown therest in stock and
bond market activities. When focusing on the betwavof the above markets,
deep understanding of the volatility or fluctuasaf the markets is important.
These markets response to changes in key maciables) such as inflation,
interest rate, monetary policy, money supply anceigm Direct Investment,
etc. Yet, there is no clear understanding of wifaators cause the stock and
bond markets to actually fluctuate. Some studieg giriority to monetary
rather than fiscal policy. Some early studies idieat fiscal policy as a
neglected factor (Sprinkel, 1964), and subsequemties show that fiscal
policy also has a significant impact on stock maviodatility (Lapodis, 2009).

In particular, using a theoretical framework, Tobhwas explained how
monetary policy as well as fiscal policy influersteck market volatility. He
states that the growth of money supply and budgktits create impacts on
the stock markeflobin, 1960. Some empirical evidence shows that the bond
market clashes with public sector debt. Governmegenditure shocks
are expected to be positive for stock and bonddgie{Tavares and
Valkanow, 2001). They found that fiscal policy geates some impacts on
the volatility of both stock and bond markets. Mamgvious studies have
identified that monetary policy has a direct r@aship, and fiscal policy an
indirect relationship with capital markets. Givdmstbackground, it is clear
that only a few studies have focused on investigathe impact of fiscal
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policy on the stock market and the bond market thpening up an avenue to
further examine the possible impacts of fiscal @olon capital market
behavior.

Objectives

The objective of this study is to empirically intigate the effects of fiscal
policy on the stock and bond markets in Sri Lanka.

M ethodology

The present study employs two models to test faraasal relationship
between fiscal policy variables and stock (198780and bond markets
variables (1997-2018), sourced from the CentralkBainSri Lanka annual
report and World Development Indicators of the Wdhnk database. Stock
market index (ST) and bond market yields (BN) aseduas the dependent
variables in the respective models. The independemtables are:
government expenditure (ex), government revenup gitd budget deficit
(bg) are used as the fiscal policy variables. Thypes of data have been
used to represent fiscal policy variables. They, am@mal fiscal policy
values (% of GDP), growth rate data values (c) #red one year lagged
values of fiscal policy variables.

The following regression models were estimateddeniify the impact of
fiscal policy on the stock and bond markets. Thelehavas regressed on two
occasions to avoid multicollinearity between gowveemt expenditure,
government revenue and budget deficit.

STy = Bo + Bitxy + Prexy + Pactxy + Pacexy + Pstxe_q + Peexi—1 +us (1)
STy = ag + a1bgy + aycbg; + azbge_q + v; (2)
BN = By + Pitx; + Brex; + fsctx, + Pacex; + Pstxe_q + feexi—q1 + us (3)
BNt = ao + a’lbgt + azcbgt + a3bgt_1 + Ut (4)

Further, the pair wise Granger causality test wasduto identify the
direction of the causal relationship between théabées. ADF unit root test
was employed prior to the Granger causality test.
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Results and Discussion

The results of model 1 (see Table 1 below) show tthe coefficient of the
previous year’'s government expenditure is sta@ilticignificant at 5% level,
which indicates a negative correlation with thecktmarket index; whereas
the coefficient of the previous year’s governmeavenue has a positive and
significant impact on the stock market. ThevRlue 0.611 reveals that 61%
of the variability of the stock market index is deked by the explanatory
variables of model 1.

Table 1: Results of Model 1 (Dependent VariablecktMarket Index)

Variables  Coefficients  Std Error t-stat p-value
tXt 0.052449  0.058196 0.901242 0.3772
eX -0.033215 0.052388 -0.63402 0.5326
Ctxt 0.407706 0.685163 0.595049 0.5579
cex -1.159547 1.075356 -1.07829 0.2926
tXt-1 1.804252 0.508161 3.550556 0.0018
eX-1 -1.874982 0.845609 -2.21731 0.0872
_con -0.00520 0.058543 -0.01185 0.9907
Number of obs = 30 R-squared = 0.61112
F- Statistics = 15.04 Prob>F = 0.0009

Note: *, ** and *** represent variables being sifipant at 10%, 5% and 1% level of
significance respectively.

Table 2 below shows that the coefficient of curieamd last year budget deficit
growth rate has a negative and significant impacthe stock market index.
The Rvalue of the model is 0.63, so that 63% of totalalility of the stock
market is explained by the independent variabldb@imodel.

Table 2: OLS Results of Model 2 (Dependent Vari&gileck Market)

Variables Coefficients Std Error t-stat p-value
bg 0.003241 0.043411 0.074655 0.9411
chg -0.600712 0.270629 -2.21969 0.0357**
cbg. -0.966925 0.179421 -5.38913 0.0000***
con 0.138021 0.347244 0.397475 0.6944
Number ofobs. = 30 R-squared 0.634563

F- Statistics = 14.47 Prob>F = 0.0000

Note: *, ** and *** represent variables being sifioant at at 10%, 5% and 1% level of
significance respectively.
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Even though none of the fiscal policy variableséhaignificant impact on the
bond market index, government expenditure and Hutkgeeit affect the bond
market positively while government revenue has gatiee impact on the
bond market index

Results of Granger causality tests (see Table Bjodstrate that there is a
unidirectional causality relationship between goweent revenue and the
stock market index (at 10% level of significandedidget deficit and stock
market index (at 5% level of significance) and betddgeficit and bond market
index (at 10% level of significance).

The Granger causality test results of Fiscal polariables indicate that they
are not correlated with the Bond market. But orflg tbudget deficit is
correlated.

Table 3: Results of Granger Causality Test

Dependent Variables: Stock Market

Hypothesis F- Statistic P-Value
tx—ST 2.93887 0.0722%*
bg - ST 7.87318 0.0023*
Dependent Variables: Bond Market

bg- BN 2.74034 0.0990***

Note: *, ** and *** represent variables being sifijpant at 10%, 5% and 1% level of
significance respectively.

Conclusions

This study identifed that only lagged values otdispolicy instruments are
directly correlated with the stock market wheraasdl policy variables are
not correlated significantly with the bond marlatparticular, it implies that
there is a tendency of the bond market to be détedrby factors other than
fiscal factors. The 30 year war that ended in 2808 internal political crises
have affected the bond market more than fiscabfactGranger causality test
found a unidirectional causality relationship flongi from tax revenue to
stock market, budget deficit to stock market andidat deficit to bond
market. When income taxes go up, investors moveydwan the stock

3 Due to page limit, results of these two modelsraxteshown but available up on request.
4 Only the results of significant variables are priésd here due to page limit.
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market whereas when income tax rates reduced,torgesvest more on the
stock market. Therefore, the fiscal policy varigbtdhould be appropriately
used in formulating stock market and bond markéties.
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I ntroduction

The tourism industry has grown to be one of thgdar industries and fastest
growing economic sectors in the world. Tourism asidered as a most
powerful tool and an economic activity to triggecoromic growth in
developing countries. Over the years tourism hagritmted towards the
generation of remittances and creating of job opmaties by using local
resources. Tourism accounts for 10.4% of global GID& 313 million jobs
globally or 9.9% of total employment in 2018 (WoBénk Report, 2019)
Acknowledging these facts, countries in general la@avily focused on
tourism as an option for their sustainable develepm

As a developing country, Sri Lanka has given hpgiority to the tourism
sector as a result; this sector is growing rapiaéy a key sector in the
economy. Sri Lanka has been a popular place a@icsithn for foreign travelers
because of its uniqueness, strategic location,ralagnvironment, cultural
diversity, wildlife sanctuaries, sandy white beaghanderwater life that
surrounds the island and warm climate making wsitcomfortable and
attracted to itln 2018, Lanka received over 2.3 million internagab visits,
generating revenue of approximately US $ 4.3 ilfiemm tourism. In 2019,
contribution of travel and tourism to GDP for Srarkka was 12.6 %. It
increased from 6 % in 2000 to 12.6 % in 2019 grgnahan average annual
rate of 4.28(Sri Lanka Tourism Development Authority, 2019) 2017,
travel and tourism generated 404,000 direct johsakto 5.1% of national
employment (Central Bank of Sri Lanka, 2019). Ties grown by 3.7% in
2018 to 419,500 jobs — 5.3% of total employment.
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Several empirical studies have explored the redatigpp between tourism and
economic growth in emerging economies (King and &gem 1994)
Wickremasinghe (2006) examines the causal reldtiprizetween tourism and
economic growth using an error correction modelharthnce decomposition
analysis. But though tourism is considered as drteeomajor contributing
sectors to economic growth in Sri Lanka, the refethip has not been
established empirically using econometric analysidso, the causal
relationship between tourism and economic growths haot been
explored statistically for the period 1971-2019tlhe Sri Lankan context.
Therefore this research is an attempt to fill tap.

Objective

The objective of this study is to investigate tlaeisal relationship between
tourism and economic growth in Sri Lanka for theiqud1971-20109.

M ethodology

This study uses yearly data on Real Gross DomBstiduct (RGDP) which
measures the overall economic performance of thetcg and Tourism
Revenue (TR) as a measure of tourism sector exgpandihe data of RGDP
was extracted from the Central Bank of Sri Lankauah report (for various
years) and TR was collected from Tourism statigtigdslished by Ministry of
Tourism, Government of Sri Lanka over the periafrl971 to 2019. Both
variables of this study have been transformedéo thatural logarithms. The
following equation shows the basic relationshipnaein the dependent and
independent variables as in the study of Godbey. €1994).

InRGDP, = Sy + [1InTR; + u, (2)

In the F'step of the estimation technique, the stationafithe variables have
been tested by Augmented Dickey-Fuller (ADF) andilliph Perron

(PP) unit root tests. In the second step, AIC a@dcBteria were adopted to
choose the optimum number of lags that can be dieclun the model. In the
next step, Johansen’s co-integration test has hpformed to assess
whether a cointegrating relationship holds betwéka tourism sector
development and economic growth. Finally, the Geantausality test has
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been applied in the vector error correction framewio find the direction of
causal relationship between the variables.

Results and Discussion

The table below presents the results of unit restst Both approaches
confirmed that both variables are integrated insy@e order, i.e. (1), which
suggests using the Johansen cointegration methidénafy the existence of
a cointegrating relationship.

Table 1: Result of Unit Root Tests

Variables ADF test PP test

Level 1 st difference level sdifference
INRGDP 0.7854 0.0000*** 0.7191 0.0000***
INTR 0.6673 0.0008*** 0.2575 0.0000***

Note: *, ** and *** represent variables stationaay 10%, 5% and 1% level of significance
respectively.

The table below shows the results of the Joharmek test. Both Trace test
and Maximum Eigen value test identified one coirdégg relationship
between the variables since the null hypothesisrejested at rank 0 but it
failed to reject the null hypothesis at rank at toas the test statistic was less
than the 5% critical value. This indicates the &xise of long-run correlation
between the variables.

Table 2: Results of Johansen’s Cointegration TEstoe Test)

Null Eigen Trace Critical Max Eigen Critical value
hypothesis Value statistics value at 5%  statistics at 5%
None* 0.1887 13.187 12.32090 23.326 21.131
Atmostl 0.0689  3.355 4.129906 9.014 14.264

The following normalized cointegrating coefficienshow that Tourism
Revenue affects Real GDP positively and signifigaint the long run which
is consistent with theory and some of the empistadliies.

InRGDP; = 0.762 + 3.388InTR;
std. error = (0.234) (0.49065)

Table 3 below shows the short run relationship betwthe variables and long
run adjustment of the real GDP.
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Table 3: Results of VECM (Dependent variable: DLNR

Variables Coefficients T-stats
D(LNRGDP(-1)) -0.21949 -1.6062
D(LNITR(-1)) -0.03468 -0.0254
constant 0.06077 0.3988
ECT(-1) -0.30437** -2.5917

Note: *, ** and *** represent variables are statéwg at 10%, 5% and 1% level of significance
respectively

Tourism revenue does not have a significant impaateal GDP in the short
run. Sometimes, it takes some periods to affectGb# even though we
receive more income from the tourism sector dutong term investment.
This could be the reason that it does not havafgignt impact on real GDP.
Negative and significant coefficient of speed ojuatinent implies that real
GDP moves towards steady state line at the spe8@ &6 in each year one
period after the exogenous shocks.

Granger Causality test is used to test the caysaditveen the variable. Table
4 below shows the results of VECM based Grangers@lay test (Block
Exogeneity Wald Test results). The results shovaknevidence of existence
of unidirectional causality that running from Tam Revenue to RGDP at
10% significance levels.

Table 4: Results of Pairwise Granger Causality Test

Null Hypothesis: Obs F-Statistic Prob.

D_LNITR does not Granger Cause D_LNRGDP 47 2928 0.0851

D_LNRGDP does not Granger Cause D_LNITR 3.9649 1371¢
Conclusion

The present study investigates the relationshipvéxn tourism revenue and
economic growth using annual data for the periodl12019. The empirical
analysis suggests that all variables used in thidysare integrated in order
one. On this basis, the Johansen cointegration ieshtified one

cointegrating relationship among the variablessTstudy found a positive
and significant relationship between tourism aral @DP in the long run but
tourism revenue does not have significant impactreal GDP in the
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short run. Also this study identified weak uniditenal causality between
tourism and economic growth that runs from tourr@venues to economic
growth. It means that if tourist activities incsea the GDP growth rate
improves via increase in Tourism Revenue. It presi@ rationale for the
government to provide tourism related facilitiestie country. In general,
the study appears to support a tourism led-growtlG) hypothesis for Sri

Lanka. The results of this study suggest that ptomgotourism via

developing a long-term tourism strategic plan wibntribute to economic
growth in Sri Lanka. The finding validates the resity of government
intervention for promoting international tourism ntend by providing

mandatory facilities and other motivation to entetaurist arrivals.
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I ntroduction

The stock market in any country leads to economoevth and development
of that nation since it mobilizes the domestic tgses in the country and
leads them to productive investments. After therkization in 1977, the
financial market in Sri Lanka was developed to a@atgr extent. The
Colombo Stock Exchange (CSE) is a major part ofittencial market in Sri
Lanka. It has 290 companies representing 20 busesesectors as at 30 June
2019, with a market capitalization of Rs. 2523.38 BSE has two main
price indices, All Share Price Index (ASPI) andn8&rd and Poor’'s Index
(S & P SL 20). These index values are calculatedroongoing basis during
the trading session. ASPI measures the movemesttasé prices of all listed
companies. ASPI recorded a decreasing trend irL&@rka from 1997 to
2000 while it shows an increasing pattern from 2060@®005. However,
fluctuations can be seen in the ASPI from 2010 @202 (Source:
https://www.cse.lk/pages/market-capitalization/negrapitalization.html).

The performance of the stock market in any coudipends on various
macro-economic factors. Menike (2006) found a niegatelationship
between Treasury bill rate and stock market prigsdullahewage and
Jayawardenepura (2018) found that exchange rate Gmeds Domestic
Product have a positive relationship with ASPI. pdd al. (2014) identified
the relationship between macro-economic variabl&ana stock exchange
which revealed that there is a long run relatiopsbetween some of the
macro economic variables and the stock market. ldaret al. (2011)
studied the relationship between stock market, eege inflation rate,
unexpected inflation rate, exchange rate, inteastand GDP in the case of
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Malaysia, US and China. They suggest that thedablas have a significant
impact on stock market performance in the long run.

Several studies have been carried out to exammeeiationship between
macro-economic variables and stock market perfoocmaBut, there are no
in-depth studies that investigate the associatietwéen macro-economic
variables and stock market performance in the eordke Sri Lanka. Thus,
this study attempts to bridge this gap by examinimgconnection between
macro-economic variables and stock market perfooman order to draw
economic policy implications and to have a propetarstanding of the stock
market in Sri Lanka and its subsequent status.

Objectives

The objective of the study is to examine the impaictmacroeconomic
variables on the stock market performance in Snkiaa

M ethodology

The All Share Price Index (ASPI) was used as a\pnetiable for stock

market performance which is the dependent variabkhis study. Inflation

rate (INF), Exchange Rate (ER), Interest Rate ((Rjss Domestic Product
(GDP), Foreign Direct Investment (FDI) and Broadridg Supply (M2) are

employed as macroeconomic (independent) variaBleis. study uses time
series data from the World Bank database and GeB#nek of Sri Lanka

over the period 1997 — 2019. All variables excefNtf land IR are

transformed to natural logarithm form. Followingstudy conducted by
Paudel (2009), the functional model of this stuglgiven below:

LASPI, = oy + oy INF; + o, IR, + azLER, + o, LFDI, + asLGDP; + agLM2 + p, (1)

Whereaq,, ... ... , &g are coefficients of determinant variablgg;is error term
and subscript t is time period

The All Share Price Index (ASPI) is the broad markdex of the CSE, and
is designed to measure the movements of the ovaealet price. The index
is calculated in real-time as a market capitalaativeighted index, which
constitutes all voting and non-voting ordinary saisted on the CSE.
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The study adopted Augmented Dickey Fuller (ADF)t woot test method to
check the order of integration of variables and iké&dnformation Criterion
(AIC) was employed to determine the optimal laggkanof each series.
Since the series are stationary with mixed ordefsl(0) and I1(1),
Autoregressive Distributed Lag (ARDL) Bounds tesbgedure which was
developed by Pesaran et al. (2001) is adoptedvesiigate the effects of
macroeconomic determinants on ASPI and to investitfae existence of
cointegration among the variables. Error Correctepresentation of ARDL
mechanism is adopted to determine the short rurardim relationship
between the variables and long run adjustmenteofitbdel. These tests were
conducted through E- views 10 statistical software.

Results and Discussion

The ADF test confirmed that, IR is stationary atelewhile the other
variables are stationary at theft difference implying that variables are of
mixed order. Akaike Information Criteria (AIC) suggjed the use of ARDL
(1, 2,0, 2, 2, 2, 2) model for this analysis. Tedow table shows the results
of ARDL Bounds test.

Table 1: Results of F- Bound Test
F-Bound test 95% Level of Confidence 90% Level ohfidence

F- Statistics I(0) Bound I(1) Bound 1(0) Bound I@pund
7.374303 2.27 3.28 2.88 3.99

Above results reveal that there exists cointegnagimong the variables since
we reject the null hypothesis of no cointegratigriee calculated F-statistic
(7.3743) | greater than the I(1) critical value586 level of significance

(3.28). Since we confirmed the cointegrating relahip between the
variables through the Bound test, there should bBeng run association

among the variables. The result is given below:

Table 2: Long run Results of ARDL (1, 2, 0, 2, 222Model

Constant INF IR LER LFDI LGDP LM2 R
0.235 0.160**  -0.088** 4.688** 0.129  4.314** -F95* (.998
(0.016)  (0.026) (0.009) (0.014) (0.155) (0.005) Ol®)
Note: probability values are given in parenthese®, and *** show variables are significant
at 10%, 5% and 1% level respectively.
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The value of R-squared illustrates that approxifga8® percent of the
variation in ASPI in Sri Lanka is explained by tbeplanatory variables
included in this study. As expected by theory a&othe of the existing
empirical literature (e.g., Balagobei, 2017) Inbat Exchange Rate and
Gross Domestic Product affect ASPI significantlyd goositively wheres
Interest rate and Money Supply have a negativectetie ASPI in the long
run. However, FDI Does not have statistically sigant impact on ASPI in
the long run.

The table below represents the results of shortdymamics and long run
adjustment.

Table 3: Results of Error Correction version of ARQ, 2, 0, 2, 2, 2, 2) Model

Panel A: Results of Short run
Lag Order ALASPI AINF AIR ALER  ALFDI ALGDP ALM2
0 -0.078* -0.176** 2.308* 0.143 0.845 5.448*
(0.054)  (0.033) (0.064) (0.123 (0.197) (0.062)
)

1 2.899% -0.139* 0.163*  -4.15* -0.811  11.12%
(0.037) (0.036) (0.052) (0.099) (0.277)  (0.040)

2 -0.038% 0.171%  -9.51* 847  -13.87*
(0.039) (0.027)  (0.048) (0.031) (0.044)

Panel B: Long run Adjustment Coefficient
ETC(-1)  -0.649* (0.071)

Note: probability values are given in parenthese®, and *** show variables are significant
at 10%, 5% and 1% level respectively.

Accordingly, as expected, coefficient of error eatron term [ETC (-1)] is
negative weakly significant, which indicates thdtere should be an
adjustment towards steady state line at the spe@d.®1 % in each year one
period after the exogenous shocks. The currentpastl year (lagged 1 and
2) inflation, current year interest rate past y@arhang rate (lagged 1 and 2),
past year GDP (lagged 1 and 2) and past year msupply (lagged 2) have
significant and negative impact on ASPI in the slon whereas last year
ASPI, past year interest rate, current year exahaatg, current and last year
money supply have positive and significant impac&&PI in the short run.
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Conclusion

The results of this study have shown the existefeelong run and short run
relationship between macro-economic variables ahdSAare Price Index

(ASPI). Gross Domestic Product has a significard positive impact on

ASPI in the long run while current value of GDP da®t affect ASPI in the

short run. In contrast, past value of GDP affecPABegatively in the short
run. Further, there is a negative relationship ketwM2 and ASPI in the long
run and a positive correlation between these twoabkes in the short

run. These findings are consistent with BalagdB6iL7) and Rathnayaka
and Seneviratna (2017); they concluded that th@m@lbbd Stock Exchange
(CSE) is highly sensitive to macroeconomic variabéeich as real gross
domestic product and broad money supply. Nextrasterate has a negative
effect on ASPI in both long run and short run wipisest value of interest rate
affects ASPI positively in the short run. This fing is consistent with

Menike (2006) and Balagobei (2017) and they corduinthat there is a
negative relationship between interest rate andkstmarket returns.

Moreover, there is a positive and significant rielaghip between inflation

and ASPI in the long run while a negative relattopsexists between these
two variables in the short run. Exchange rate &fdwe ASPI positively and

significantly both in the short run and in the longq while past value of

exchange rate affects it negatively in the shart ru

Therefore, this study suggests that the governmbkatld consider about
stock prices and other macro-economic variables nwimaplementing

government policies such as privatization, foregxchange control and
monetary policy. Also the findings of the studyyrze useful to the public
and the economy especially stock market investars facus on

macroeconomic variables for making effective decisito enhance their
stock market returns.
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Introduction

There is a bilateral relationship between econogriowth and gender
in/equality. That is, rising economic growth cogldtentially reduce gender
inequality in terms of access to formal employmeydps in pay, etc.
Similarly, shrinking gender inequality (in terms @fccess to formal
employment, gaps in pay, etc.) could potentiallpsiceconomic growth as
well (Cuberes and Teignier, 2014). The servicestosetias hugely
contributed to the rise in the labour force papttion of women due to
structural changes in the economy. Economic maeiimate that these in
service sector accounted for 44% of the increasthenhours worked by
women and 11% decrease in the hours worked by Nga @nd Petrongolo,
2013). Galor and Weil (1996) demonstrate that galyewomen have
comparative advantage in the mental labour (bi@iput whereas men have
comparative advantage in the physical labour (byaoutput and therefore
the rise in capital intensity of production as aufe of economic growth
raises the relative wage of women. Moreover, tlghdn wages of women
and the consequent lower population growth resulgreater capital per
worker and higher output growth. Although gaps eémder inequality (in the
labour market, political representation, and idtoarsehold bargaining
power) is faster in the developing countries cora@aro the developed
countries in the past, it is still very high esdgiin the Middle East, North
Africa, and South Asia including in Sri Lanka (Kégisand Lamanna, 2009).

The gender differences in the labour market alecatefd not only in terms of
access to jobs but also in terms of differenceproductivity and earnings
(World Bank 2012). Women who play multiple roleghim households and
society endure an opportunity cost for working aéghe home for a wage.
Thus, potential earnings and productivity are asbcal factors that could
affect labour force participation of women. Therefanstead of jobs per se,
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the nature and effects of jobs available to wonrenwehat would determine
labour force participation by women. Gender differes in the use of time
and access to inputs influence productivity andniegs of women

entrepreneurs, farmers, or workers alike (WorldiB&012).

Similarly, education per se is not going to liftmven out of inequality and
dis-empowerment. For example, although women arerthjority who enter
the public universities in Sri Lanka, the bulk bemn study arts, commerce,
and humanities subjects that have very low empldalfand low pay) in
the labour market, especially in the private sectorspite of sustained
economic growth and significant improvements inesscto education of
women in the Middle East and North Africa and Soisia, the labour force
participation rates of women in these sub-regicengelhbeen very low (26%
and 35% respectively). In contrast, East Asia (68% Sub Saharan Africa
(61%) have the highest among developing countiésrid Bank, 2012).

However, in certain circumstances and senses acordtict could transform
the gender dynamics in favor of women in traditioc@nservative societies
like Somalia. The informal sector jobs that arendwmted by women world
over, the unpaid household care work of women, Gard economy are the
key attention of economists and policymakers at timne of COVID-19
pandemic (Alon, Doepke, Olmstead-Rumsey, and Te&020). Although
this research study was conducted prior to the graid and the resultant
lockdown and curfew, its relevance is all the madweing this time of public
health emergency, viz. COVID-19 pandemic, andfiesraath.

According to recent estimation, world’s women adesl and above are
devoting 12.5 billion hours per day for care worithout any remuneration
and many more hours for underpaid care work (Cadtesl., 2020). In all the
countries of the world, the annual unpaid care wafrkvomen aged 15 and
over is estimated to be at least 10.8 trillion a@] which is three times
the size of the global technology industries (Cpffst al., 2020). The
traditional measures of the economy do not accfmurthe unpaid household
and care work of women. However, unpaid househalkws closely related
to well-being.
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Objectives

The primary objective of this study is to estimtite real value of the unpaid
domestic care work undertaken by women in a faniihe sub-objective of
this research is to examine the gender divisiomark within households, and
to highlight the caring role of women therein.

M ethodology

The data of this study were collected through astijoenaire from 50
respondents through simple random sampling. Theewlate processed using
the Statistical Program for Social Sciences (SR®8)Microsoft Excel. The
following variables were used in this study:
» Labor force participation rate: the number of peophgaged in the
activity divided by total sample (engaged or not).
* Mean hours spent by men and women in houseworkcarel work
activities
* The mean actor time spent in a given activity & thassification by
thy sample engaged (or involved) in the activity.

Although, the opportunity cost method, the replagetncost method, and
input/output cost method can be used to measurgatlue of unpaid work,

this study used replacement cost method, which unesshe value of unpaid
work by calculating the monetary cost of purchaghig service instead. The
reported activities were coded according to thertrtional Classification of
Activities for Time Use Statistics (ICATUS 2016)hd Activity Categories 3

to 5 in the foregoing are unpaid household workeg@&ing services and
unpaid assistance to other households. Howeverstidy considered the first
two categories only; that is, the unpaid househabddk and the caregiving

service.

Results and Discussion

The results of this research study reveal that kerheads of families spend
more time on unpaid care duties at home than medeldof families. The
survey results also reveal that, by imputing a nemyevalue for the time spent
on household care work, productivity and incomehotiseholds and the
country could be enhanced.
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Figure 1 (see annex) shows the participation ridesnen and women in

housework and care work. Accordingly, 56.8 percémhen and 87.2 percent
women reported that they were involved in househotiities. Participation

rates were lower for care of persons. But the Errgender disparity was
recorded in household activities. Also the paratipn rate of women was
about 17 percent greater than that of men in car&.w

Figure 2 (see annex) shows the mean hours spenteoyand women in
housework and care work activities. The largestdgergap was seen in
housework where women spent 4.9 hours more thamtleespent by men on
these activities (7.7 hours spent by women pecdaypared to 2.8 hours spent
by men per day) which implies that women spent 1 186e time than men
in household work. Women spent 3.3 hours per dagaoa activities, while
their male counterparts spent just 1.8 hours, ataoig that women spent 83%
more time on caregiving work than men.

Figure 3 (see annex) shows that women spent oageé.7 hours per day for
all unpaid work while men spent 2.7 hours; thedatgender gap was seen in
unpaid domestic work (house work) where women speinhours more than
the time spent by men on these activities (6.7 $ispent by women per day
compared to 1.6 hours spent by men per day).

In terms of the replacement cost method, the mmadye of women mean
population time is 843 rupees per day while the eyovalue of men mean
population time is 107 rupees per day, and the moakie of women mean
actor time is 928 rupees per day while the mondyevaf men mean actor
time is 399 rupees per day.

Conclusion

Findings of this study imply that if the gap betwewen and women in terms
of the time spent on unpaid household chores areveark could be reduced,
it would increase the labour force participation wbmen and thereby
stimulate economic growth. It is timely and impemtthat both individuals
and the government should be concerned aboutrtieespent/used on unpaid
care work within households and remedial actionukhde taken by all
stakeholders.
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Based on the results of this research study, tl@erimg recommendations are
postulated:

* A nationwide time use survey should be continuaibnducted on
women'’s unpaid care work within households.

* Necessary technological innovations and introdustias well as
infrastructural facilities should be made availalieorder to ease the
burden of household chores of women.

* The government and private social welfare sernsteslld be tapped for
child and elderly care work within households.

* The government should ensure that female informetios workers are
entitled to increased maternity leave provisions.

» Effective measures should be undertaken to proswpial sharing of the
burden of household care work between men and warnesich family.

* Increase the awareness and education among mehtabamperative
of gender equality for economic growth and progperi
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Appendix:

Figure 1: Participation Rate
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Introduction

Today, the future of globalization has become tleldis most powerful
ideology over the past few decades. At a time, wihenWestern world is
stuck in a transitional period of deciding whetb@move away from neo-
liberalism with globalization or move forward with Sri Lanka's current
foreign trade policy helps to make some decisi@garding the economic
conditions. Sri Lanka enters into internationad&aagreements with other
countries in accordance with the General Agreensent ariffs and Trade
(GATT) and the General Agreement on Trade and Besvi(GATS)
agreements enacted within the WTO mechanism.

Currently, bilateral and multilateral trade agreatsehave been signed with
the objective of enhancing Foreign Direct Investm@DbI) in Sri Lanka,
linking global products and values, promoting trdm#ween countries and
enhancing economic cooperation. They are the Sésian Free Trade
Agreement (SAFTA), the Indo Sri Lanka Free Tradee&gnent (ISFTA), the
Sri Lanka-Pakistan Free Trade Agreement (SPFT&)Multilateral Sectorial
Free Trade Agreement for Technical and Economig€radion in the Bay of
Bengal (BIMSTEC) and the Sri Lanka-Singapore Fread& Agreement
(SLSFTA). Free Trade Agreements (FTAs) have alrdesebn signed by Sri
Lanka. Various parties have expressed varying viewsthe Sri Lanka-
Singapore Free Trade Agreement.

This agreement is set to take Sri Lanka to a atijincture in the economy of
South Asia. It is the first free trade agreemegnead by Sri Lanka in ten years,
and is the first comprehensive free trade agreersgmed by Sri Lanka,
including trade in goods and services. It is alsioL&nka's first free trade
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agreement with a Southeast Asian country. The aggatis primarily for
service investment, sanitation and biometric opanat removal of technical
barriers to trade, trade assistance and dispudduteEs, provision of customs
relations and trade facilities, economic and techlrecooperation, government
planning, e-commerce and intellectual propertytagh

Singapore is Sri Lanka's 8th largest trading partaecording to the 2018
Central Bank report. In terms of commodity tradeg&pore is not a highly
important export market for Sri Lanka. At presemi Sanka exports to
Singapore only parts for electrical and electrom@ufacturing, machinery,
minerals, apparel, food and beverages and tobd¢magreement opens up
more opportunities for Sri Lanka to export men'shiits and women's
clothing, jersey, rubber tires, special men’'s wegapper, light utensils,
electric ovens, vulcanized rubber products, genestomnd semi-precious
stones. Singapore is currently the 7th largeststoran Sri Lanka. More than
119 Singaporean companies currently operating in.&ika have invested
about US $ 658 million in Sri Lanka from 2005 te tthird quarter of 2017
(Central Bank of Sri Lanka, 2018).

Singapore has invested in IT, real estate, manwfagt, construction,
renewable energy and pharmaceuticals. Althoughpthmeary objectives of
the Sri Lanka-Singapore Free Trade Agreement asdttact foreign direct
investment to Sri Lanka's manufacturing and sesvemztors, and to engage
with global product and value chains, many haveresged a number of
critical views on the matter. Some of those critmiaws are the impact on
local industrialists, the risk of losing governmeax revenue, and whether
foreigners can come to work in the country. In tbagitext, it is a timely
necessity to analyze what its objectives reallyiarger a political-economic
approach.

Objectives

The primary objective of this study is to investg@avhether the Free Trade
Agreement between Sri Lanka and Singapore willgpgpecific benefits to
Sri Lanka. The secondary objective is to examiree alguments raised by
people protesting against the Sri Lanka-Singapoge Frade Agreement and
to gain a political-economic approach
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M ethodology

This study uses annual data from the Departme@baimerce Sri Lanka on
Import and Export Trade between Sri Lanka and Siogabetwee001 and
2019 as secondary data to identify whether Sri Lanka ldvaxperience
specific benefits through the Sri Lanka-SingapaeeHrade Agreement. The
export intensity index, import intensity index atndde balance index have
been used to analyze the specific benefits to &rkh through this agreement.
The Export Intensity Index studies the export daéon and export trade
relations between the two countries as follows:
_ Xij, Mj
Xij = Xj /MW—M 1)
The Import Intensity Index studies the import-tradection and import-trade
relationship between the two countries as follows:
_ Mij, Xj
MIJ =5 /XW—X (2)
The Trade Balance Index studies the trade diredimh trade relationship
between two countries as follows:
.. Xij-Mij
TBIij = —m 3)
Microsoft Excel software was used to calculate analyze the above index.
To examine the arguments of people who have aip®sind critical view on
the Sri Lanka-Singapore Free through the Trade ditiniof Development
Strategies and International Trade is applied. Dt collected via in-depth
guestionnaire-based interviews from the officials the Department of
Commerce Sri Lanka and members of the NationaltfrioProfessionals. The
transparency of the Lanka-Singapore Free Tradeehgeat has been studied
using detailed statistical methods.

Results and Discussion

Figures 1, 2 and 3 below show the values of theoExpmport Intensity and
Trade Balance Index respectively calculated fatdrbetween Sri Lanka and
Singapore from2001 to 2018. It identifies variations in these indicators under
three main phase2001-2004, 2005-2014 and2015-2018.
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During the first phase, an increase in the Expudrisity Index was detected
in 2002. Sri Lanka's exports to Singapore have not beem@sative as Sri
Lanka had hoped, and the value of the import intemsdex has remained
stable. Considering the second period, the valukeoExport Intensity Index
declined during2005-2008, to a low of0.113 in 2008. During the period
2005-2010, the value of the Import Intensity Index increassédadily,
reaching its highest level 2010 (5.58). This may have been due to the war
situation in Sri Lanka during that period. The &alf the Export Intensity
Index rose sharply during the perid@08-2011, reaching a high d3.047 in
2011. But since2011, the value of the Export Intensity Index has fakkgain
until 2014. Although the import intensity index declined2@2 in 2015, its
value has continued to rise since then. The tradanbe depreciated from
2001-2004, hitting a low of 0.90 in 2008, and has improved aftefThis is
due to the end of the war and the implementatiorexgfort promotion
programs. But afte2011, the trade balance index fell fa914. It is also
possible to detect fluctuations in the values eftlade balance index during
the period2015-2018.

The major weakness in the drafting of the Sri LaBkagapore Free Trade
Agreement is the lack of consultation with the vas stakeholders involved.
But the government denies the allegation. In adljtiSri Lanka does not
have a national trade policy except for a docuncaiied the New National
Trade Policy. The basic arrangements of this ageeeinave put Sri Lanka
at a disadvantage. It can also be seen that SkaLenlosing a lot of tax
revenue through this and Singapore has gained a adgantage from the
trade in goods. According to the agreement, falpnges of imported goods
could lead to a severe crisis in the local manufaeg industry and the risk of
losing the local job market.

Conclusion

Sri Lanka is subject to import and export actiwtigetween Sri Lanka and
Singapore due to a value of less than 1 in the Exptensity Index and
more than 1 in the Import Intensity Index for tramEtween Sri Lanka and
Singapore during the period between and 2001-2@18ddition, Sri Lanka
is a net importer as the value of the trade balandex is less than one.
Through this Free Trade Agreement, not only thieeiis of Singapore but
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also the citizens who have obtained permanentecisizip of Singapore will
have the opportunity to come to Sri Lanka and eagag various
occupations. The quality of the Sri Lankan laborkeawill improve due to
the expertise of the people arriving from Singap@&ieo there is a risk that
waste such as garbage, which is harmful to theremwvient, could enter Sri
Lanka through this trade agreement. The respowse 8ri Lankan scholars
and trade unions to the Sri Lanka-Singapore FradéelAgreement has been
poor. The trade agreement should be reactivated afteasibility report on
the Sri Lanka-Singapore Free Trade Agreement ipgpeel and studied.
Necessary policies should be formulated to prorsotell and medium scale
industries in Sri Lanka. As there is no stable aral trade policy in Sri
Lanka, an effective national trade policy that enéficial to the country
should be created.
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Introduction

Any crisis provides an opportunity to learn. Butawlis the class nature of
the learning process? The current global crisggéied by the COVID-19
pandemic is not different at all from that politi¢astoricity. However, the
recent global political experience bears sufficiemtidence that the global
capitalist class and mainstream economics areeaatyrto learn — they tend
to repeat the history, as Marx sdidst as a tragedy then asa farce. While the
global capitalist class converts history into oppoism and its ultimate
survival method — profitability, mainstream neosiaal economics keeps
itself occupied with producing ‘more rigorous’ mathatico-deductive
models and theories to justify the same histopicatess. The present debate
of mainstream economics on the crisis dedicateslésto fulfill two main
objectives, which as this study will demonstrate equally false. Firstly, it
attempts to highlight that the present crisis asddeepening nature were
caused by the global pandemic. In other words atigement goes, prior to
the pandemic global capitalism was vibrant and thgal Secondly, it
attempts to highlight that the recovery methods &na identical to the 2008
crisis, consisting of austerity measures, finamadion, tax-cuts to the top
1% and dispossession etc. should be instrumentedier to attain recovery
from the current crisis. This study was conductedrder to challenge these
views and to present a Marxist alternative.

Objectives

The direct objectives of this study are, firstlyp tdemonstrate the
unparalleled importance of Marxian theory, not omdy understand the
protracted crisis (long-waves) of capitalism sint850s but also to
demonstrate that the so-called ‘recovery’ of theldveconomy and domestic
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economies in the aftermath of the 2008 crisis aebdning crisis of global
capitalism in the reality of COVID-19 are signifitdy different from the
narration presented by mainstream economics. Segotm historically
reposition the Marxian categories with theoretmadl empirical evidence as
confronting the mainstream views on everlastingtagt growth, recovery
and exploitation (material and ideological) etceTihdirect objective of the
study, is to encourage young intellectuals in Sainka to embrace this
approach as a larger research framework in ordaptwish Marxism in the
215 century with more theoretical and empirical work.

M ethodology

The theoretical framework of the study consistedhef Marxian categories,
mainly, constant capital (c), variable capital fate of profit (ROP/ r), rate of
surplus value (ROSV/ s) and organic compositiorcagital (OCC) at the
global level, which are economic categories dewedopy Marx through his
work “A Contribution to the Critique of Politicald®nomy and Capital Vol. I,
Il and I1I". The empirical evidence and calculatomre extracted from
secondary sources, and are primarily based on tike by Michael Roberts
(2020), Anwar Shaikh (2016) and Carchedi and Rsl{@@18).

Results and the Discussion

The pioneering work on long waves, laws of motiad &rends of capitalism
by Nikolai Kondratiev, Ernest Mandel, Anwar Shaiklisteban Ezequel
Maito and Michael Roberts confirm the importanceusing Marx’s model
for the world economy, in Marx’s words capital iengral. The law of the
tendency of the rate of profit to fall, as Marxalissed in the third volume of
Capital, as all the above authors argued, can bgidered as one of the most
important laws of motion in Marxian categories. 8pky, Roberts’ recent
work (2020), revisited the significance of the ifadl rate of profit in the
world economy — global capital in general — as lggiting the dialectical
significance of this analysis in order to captuhe fong movement and
unavoidable consequences of capital in the age giblaal pandemic. The
narration of mainstream economics, which articadbe present pandemic as
the culprit of the recent economic crisis as undeimg the long trends
(falling rate of profit) of global capitalist ordeis misleading. The pandemic
has triggered and opened up the next level of litleag crisis; however it did
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not cause it. Thus, the so-called methods of raganedebate are absolutely
subjected to the misinterpretation of the healthgtdbal capitalism in
general and whose recovery such a process wilhisust the coming years.
The quick nature of the recovery is laid upon taghf pain, dispossession
and exploitation of the global working class.

Roberts’ work, with respect to both G7 and G20 eoaies (figure 1 and 2),
shows us that the rate of profit (ROP %) of majmpitalist economies since
1960s is in a long-term decline except the peribdt tis remarked by
neoliberal recovery between 1983 and 1998. Eveungthoeoliberal recovery
lifted up the ROP it was nowhere close to the R®@Pthe golden

age of capitalism (1950-1965). Roberts calls tlesqal the relatively weak
neoliberal recovery (Roberts, 2020).

Then, as we witnessed, the inherent nature of meali recovery (profits
without producing — financialization) had paved thay to the period of
long depression. We can identify the same trerabih figures but with G7
ROP is recording a lower ROP% and G20 ROP recordihigher ROP%
throughout the period of long depression.

Thus, as both Roberts and Shaikh argued in therk,wbere is sufficient
empirical evidence to prove and justify Marx’s lafvprofitability (Shaikh,
2016 and Roberts, 2020). The modern phase of tpdalist mode of
production exhibits that this value-fundamentalisas not been changed but
intensified and universalized. In other words, et@tay possibilities of cost
cutting are a result of replacing labour power wittore machinery and
intensification of work. The Organic Compositioh @apital (OCC) as an
indicator could clearly demonstrate the tread#isfinherent conflict between
constant capital (C) and variable capital or lamwer (V).

Roberts’s calculations of G20 ROP% against OCC gsothe validity of
Marx’s theoretical take on the labour theory ofuealwith respect to the
articulation and accumulation of capitalist prafit the global scale. As
opposing trends of ROP and OCC to each other denatmghat there are,
firstly, rising organic composition of capital dtet global scale as a direct
result of a rise in constant capital against lapsecondly, until the mid-
1980s the rate of OCC was maintained under thengalROP and then
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neoliberal recovery offered sufficient amount oasening to unleash an
increasing rate of OCC against ROP% globally. Tiajrdas Roberts
concluded, the long-term decline in profitabili960-2017) is matched by a
long term rise in the OCC as Marx predicted (Rahe2020).

The above calculations, Rate of profit, Organic position of capital and
Rate of Surplus value, by Roberts do fit well itite theoretical framework of
Marx. If OCC rises more than the ROSV, the ROP faill — and vice versa
(Marx, 1867 and Roberts, 2020). During 1997-201C(Qvas 3.4, well above
ROSYV -6.8 thus ROP recorded a value of -9.9. Thiougthe long period of
analysis, 1950-2017, OCC was 12.6, which is wetivab-8.4 of ROSV and
resulted in -18.7% of overall global capitalisteraf profit.

The question we should wisely raise at this pofrtistory is, what kind of
consequences will be fall on the global trends ighér OCC, where the
working class is put under pressure (in numerougsyjvas ROP is further
falling down universally following the same histal patterns. In other
words, how would both so-called economic recovery eecovery from the
pandemic be carried out under the historical caintteons of capital in the
coming years? The pressure that both global corparafit and the US rate
of profit were undergoing way before the globalgemic is well depicted by
figures 4 and 5.

The so-called recovery from the 2008 financialisris false. As many have
pointed out, the peak of the recovery is well betbes pre-Great Recession’s
peak while the rate of global corporate profitehitegative trend in December
2018 and further plummeted due to the economicemprences of the global
pandemic. As Roberts pointed out the pandemic slhagp driven global
corporate profits down by around 25% in the firalf lof 2020 — a bigger fall
than in the Global Recession (Roberts, 2020).

Similarly, the US ROP% at both historic and currepdt measures indicates
that it never recovered from the Global recessi@nehough the capitalist
class was supplemented by stimulus packages, aysteasures and tax cuts
under different political regimes. Will the receplummeting of ROP and
deepening crisis of neoliberal state of the US bppkmented by any
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historically-different methods of recovery or byetlsame? Furthermore,
whose voice will be heard?

Conclusions

The current global pandemic had pushed global catprofit of the G7 and
G20 economics, including, US, UK, Germany, Japath @hina to further
downfall. However, as mainstream economists artheepandemic was not
the cause of the current crisis but, in many waysggered the unrecovered
long recession of the global financial crisis 002€2008. The unparalleled
importance of economic categories by Marx and baigylview, especially
articulated under the law of the tendency of the od profit to fall, can be
validated both theoretically and empirically. Rdbernalysis demonstrates
that the long-term decline in profitability (195047) is matched by a long
term rise in the organic composition of capitalgndconstant capital occupies
the largest and increasing production share whieglobal working class is
pushed into further immiseration; as an inherergdnef capitalist global
competition, as Marx well-predicted. Any crisisashistorically significant
moment to learn and struggle against the bondagmwiinance. The 2008
financial crisis helped to revive the global lefidaMarxism to some extent.
However, the real political possibilities were sutned under the liquidity of
global finance, dispossession, austerity and msita — in other words,
further intensification of neoliberalism. This syudttempts to demonstrate
that the same process could be repeated as aiptiescof recovery to the
current crisis which was triggered by the pandemie global south and the
global working class will have to be vigilant abdbhe intensification of
neoliberal recovery methods that are yet to conte aganize against the
capitalist atrocities.
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I ntroduction

The mission statement of an organization highligits uniqueness and
difference from the other organizations in socittgppears as a way to clarify
the role of an organization and equally as a metbadtract employees (Chu
and Luke2012. Although, one of the inherent challenges of aprg as an
organization in modern business is the maintenahg¢es original mission.
Rapid changes in the external environment encouoaggnizations to drift
from their original mission to a broader scope afaties. Mission drift can
be identified as a noticeable movement of orgaimmat main objectives and
goals towards a new direction (Ebrahim et2014 Mader and Sabr@019.

According to Minkoff and Powell 2006, this movement represents a
deviation of an organization’s resources and a@in two modes. They are
the administrative and programmatic drifts. Suclvemoents are noticeable in
organizations such as social enterprises, nontgajanizations, healthcare,
and educational bodies. For instance, the socidérgises such as
microfinance institutions experienced mission drif{Jaquette,2013
Armendariz and Szafar2009. Also, the literature encourages to observe
whether such mission drifts cause less engagemnehleas effort by its key
stakeholders. This can occur due to mismatcheshen gro-sociality,
meaningfulness, and the expectations of the misgiey are engaged in
(Carpenter and Gong2016 Smith, 2016 Banuri and Keefer,2016.
Therefore, the study designs to observe the implaitte mission drift of an
organization on its employee’s effort. For that #itudy introduces a model
to observe such impact through an experiment usiegnodified version of
“dictator game” and “real effort tasks”.
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Objectives

This study aims to introduce an extension to thdehdeveloped by Carpenter
nad GongZ016 in order to accommodate the effect of missiofiglan effort
and to perform an experiment to test the followhiygotheses.

Hypothesis 1. Mission matched subjects exert more effort thansioms
mismatched subjects.

Hypothesis 2: Mission drifted subjects exert less effort thassion matched
subjects.

Hypothesis 3: Mission drifted subjects exert more effort thanssion
mismatched subjects.

The initial hypothesis (H1) distinguishes the bebar and performance of
the mission matched and mismatched subjects. Hegiolowing hypotheses
(H2 and H3) consider the impact of mission drift employee’s effort

compared to the effort made by mission matchedraisthatched subjects.
Therefore, these three hypotheses were used asgiisbmark in recognizing
treatments and the structure of the experiment.eXperiment consisted of
three experimental sessions considering missionchedt (baseline),

mismatched (treatment 2), and drifted (treatmesitBations.

M ethodology

This study follows the theoretical model develofgwdCarpenter & Gong
(2016 to examine the effect of mission matching andemmives on
employee’s productivity. They used the standandgipial-agent model, where
the employer offers a wage contract and the emplogeides the degree of
effort to exercise. Accordingly, this study intrags an extension to the model
as to examine the impact of mission drift on thelayee'’s effort. Then an
online experiment using a pool of undergraduatesrdinated by the
Laboratory for Economics and Decision Research (REDf the University
of East Anglia, the UK. It consists of three expental sessions accompanied
by 23 participants each.
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As it demonstrated in the figure 1, the experinfectises three sessions, a
baseline and two treatments including a modifiesiea of “dictator gant®
and “real effort task. All treatments include two modified dictator gasiand
two rounds of real effort task. Then the two rouafieal effort task split each
for a mission matched condition at the baseline fananission mismatched
condition at the second treatment. Finally, the tawands of real effort task
split each for a mission matched condition and &smn mismatched
condition for the third treatment.

Effort Task Effort Task
B i (Matched Mission) [*{ (Matched Mission) =%
Dictator Dictator
Gamel Game 2 Effort Task Effort Task
T2 (Charity 1) i (Charity 2) M |s_m§1ched | M |qn§1ched = >
Mission) Mission)
Effort Task Effort Task
™39 i | (Matched Mission) [F]  (Mismatched 9
Mission)

Figure 1 Structure of the Experimental Sessions

Further the flowchart of an experimental sessioméaure 1) shows that, all
three sessions include an exit survey to colleeysdemographic information
and feedback from the subjects. The data obtaired the experimental
sessions were utilized to test the three hypothésesgescriptive reviews and
OLS regressions. The following regressions are ldpeel separately for the
three treatments of the experiment.

5Provide a modified version of the standard dictgtmme by matching subjects with a pro-
social organization to assure the two players & game (Banuri & Keefer2016. The
modified version of the dictator provides an oppoity to obtain a direct measure of pro-
social motivation. The subjects will be given ard@wment with sole authority to split it
between themselves and a pro-social organization.

5This study is supposed to use one of the recentameenient real effort tasks applicable in
an online setup. Therefore, this study is ableseane of the most recent methods which also
convenient to implement and requires a low levedkilfs and ability from participants having
good control for the experimenter. It is the taBtGounting Zeroes of Matrices”. This method
was first used by Abeler et aRq11) and participants are allowed to count the nundfer
zeroes appear in a sequence of matrixes that aggpeathin a limited time on a computer
interface.
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Baseling(Treatment 1)

TFG_B; = a + BMOTIV_1,+ SMOTIV_2;+ pEFF_B_1; + 6EFF_B_2; +yCONT; + ¢; (1)

The dependent component of the OLS regressiongepie the Total Funds
GeneratedI(FG) by the respondent at the experimental sessi@utiyg both
donations to the charity organizations, amount gpdfimental Currency
Units (ECU) raised at the effort task for measurihg ability of the
respondents, and effort made at both effort tasksfdndraising. Then
BMOTIV_1;,6MOTIV_2; are for the measures from the dictator games from
the charity 1 and charity 2 for the baselip&FF_B_1; represents the records
from the initial effort task for fundraising a@&FF_B_2; for the data obtained
from the second session of the effort task withrthesion match condition.
The demographic characteristicONT;) will be collected through the
debriefing questionnaire provides to the subjectee@end of the experiment.
Similarly, the regressions for treatment 2 and s atan be developed as
follows for mission mismatched and drifted condigo

Baseling(Treatments 2 and 3)
TFG_T2; = a + SMOTIV_1;+ SMOTIV 2+ pEFF_T2_1; + 0EFF T2 2, + yCONT; + & (2)

TFG_T3; = a + BMOTIV_1,+ SMOTIV_2;+ pEFF_T3_1, + OEFF _T3.2; + yCONT; + &; (3)

Results and Discussion
Theoretical Extension

This study introduced an extension to the modektiged by Carpenter &
Gong 016 based on the effect of mission drifts considehed the mission
motivation P] is a dynamic parameter and depends on the malgisitaf the
employee’s personal mission and the mission of dhganization. The
extension introduced three new parameters in dalelerive the impact of
mission drift. ‘a@” represent the mission preference of the orgaiozatnd
the “B” for the mission preference of the employee. Thegnitude of the
mission drift is represented by™ and it generates an impact on the static
parameter [@ = 1)/y>0]. Therefore, difference in the magnitudesxandf
tend to decrease the value @& “as [(6 < 1)/y>0] and it appears to be a
dynamic parameter{= 1 — [n(a — B)] }. Therefore, the standard utility
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function’ described in Carpenter & Gong0(L§ requires an extension ase)(

= [wt+pe] + {6 =1 — [n(a — B)]} M(e,y) — C() with the consideration on
the impact of mission drift on effort. Thereforegtnew model predicts that
the employee’s mission utilitydM(e,y)] decreases when the degree of
mission match{] decreases as a result of the variations in thgnihade of
mission drift [{6 = 1 — [n(a — B)]} M (e, y)].

Empirical Outcomes: Descriptive Analysis

The analysis of the three effort tasks shows that dfforts made at the
baseline are slightly higher than the other twattreents. The group of
respondents at the baseline are the less prosgrcap but exerted higher
effort due to the matched mission. Further, thelitgband efforts on
fundraising are very similar in the mission matcheddition compared to the
other two treatments. It is visible that the magé of effort at treatment
2 is slightly below treatment 3 with a drifted mas Also, a comparison of
total efforts in each fundraising task (annexurel@nonstrates a significant
difference between the effort levels across threatments. The baseline
shows an increasing trend in the total effort mddecontrast, treatment 2
with the mission mismatch demonstrated a signifiatecline in the total
effort made at the effort tasks. The treatment @esented a significant
improvement of the total effort made at the begignof the task but
declined later due to the mission drift.

Experimental Outcomes. Regression Analysis

The regressions are arranged to test three hymstHelowing baseline and
two treatments of the experiment. The comparisothenstatistical outputs
from the OLS models (annexure 3) indicates thattlalee models are
statistically significant to describe the impact aafusal variables on TFG.
The estimated coefficients of both the donationshtarity organizations and
effort tasks demonstrated significant impacts am fiimds accumulated for
the charity organizations. The models on the baselnd treatment 2 predict
that the donations to both charities made a p@sgignificant impact on the
TFG. A mission drift demonstrated only a positiigngficant impact from the

donations made to KSF on the TFG. Also, the pasitand significant

7 Standard utility function considered the missiortiradion [f] as a static parameter.
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coefficients of the effort tasks related to thedraising demonstrate a high
impact in accumulating funds to the charity orgatians. The respondents
are appeared to be less efficient in terms of tifieteonce the mission
mismatched compared to the mission matched resptside

Conclusion

This study introduced an attempt to extend the rmatkveloped by
Carpenter and Gon@@16 considering the impact of organizational mission
drift on effort. The outcomes of the model extenssoipport to recommend
the inclusion of the parameters which describentiagnitude of the mission
drift when observing the impact of the organizaBsomission on its
employee’s effort. Then a comparison of data olethiinom three treatments
of the online experiment provided evidence to supih@ predictions made at
the theoretical extension. The respondents whorexpmd a mission drift
tend to exert effort in between the effort levefsnassion matched and
mismatched individuals. Further, the study fourat the respondents with a
similar degree of pro-sociality demonstrate cleapriovement in the effort
made on duties in both mission match and drift cam®g to a mission
mismatch. This supports SmitAQLl§ as mission matched individuals show
more effort and were mediated by the meaningfuliésgork. However, a
respondent with a high degree of pro-sociality destiates a high explicit
impact on the effort on their duties even in atddfmission compared to a
less pro-social individual in a matched mission.
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Appendices

Annexure 1. Flowchart of an experimental session
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Annexure 2. Comparison of total efforts across the treatments
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. Fitness I ndex Fitness I ndex Fitness I ndex
Testfor theMode! Fitness (Treatment 1) (Treatment 2) (Treatment 3)
F-Statistic 341.84*** 96.14*** 36.68***
R-Squared 0.9923 0.9730 0.9322
Adjusted R-Squared 0.9894 0.9629 0.9068
Dependent Variable: total funds generated at the experiment
Subject Treatment 1 Treatment 2 Treatment 3
. 0.9087*** 1.4767*** 0.5879
Donations to the MCS  (0.1632) (0.3267) (0.3439)
*k%k
Donations to the KSF 0.7382 1.0675™ 0.8140**
(0.1718) (0.2815) (0.3575)
*kk
Effort Task 2 (fundraising) 1.0440 0.6577+* 0.7765%*
(0.1011) (0.1286) (0.2029)
*kk
Effort Task 3 (fundraising) 0.5540 0.3722%* 0.7535%*
(0.1045) (0.1140) (0.2281)
Age 0.0116 -0.2663 -0.0270
9 (0.0718) (0.3723) (0.1505)
-0.9352 1.0047 0.8790
Gender (male=1) (0.9377) (0.4779) (1.9210)
-3.0972 20.5148** 1.0480
Constant (0.9377) (8.6660) (6.9748)

Note: Standard errors are in parentheses, andant*** represent variables are statistically
significant at 10%, 5% and 1% level of significamespectively.
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Introduction

It is well known that the Asian Newly IndustrialdzeEconomies (NIES)

achieved their remarkably fast economic growth dbfo export-oriented
policies that led to Foreign Direct Investment (JF@&ind acquisition of

foreign technology since the 1960s. The other S&ahkt Asian countries
(hereafter SEACSs) also replicated these policiéleviing the Asian NIEs.

Japan, due to increasing labor costs, relocated latsor-intensive

manufacturing to the Asian NIEs in the early 19dDgring that time Japan
was in the second stage of industrial restructungatch up with the Western
economies. However, after the Yen appreciation B85]1 Japanese
export started to decline and lost its competisitaation against the Asian
NIEs in consumer electronics. Thus, Japan relodédedanufacturing firms
again to low cost SEAC countries, such as ThaikaralIndonesia.

Even though, these SEACs used similar strategieeveloping their own
economies as the Asian NIEs like South Korea stheel960s, they still
have not been able to escape from the “Middle Iredimap” (MIT) passing
the required amount of GNI per capita (i.e. pas3 %35 GNI p.c. in 2020).
One reason why SEACs are still in the MIT lies heit lack of human
capital (HC). The foreign firms use various strasgsuch as retaining tacit
knowledge, separating the production process ferdifit countries, in order
to keep the secrets by themselves. Like what haggpen Asian NIEs, the
duty of absorbing foreign knowledge and technoldigg upon the host
country’s workforce. Therefore, Human Capital Deyehent (HCD) is
imperative to increase the absorptive capacityefttost country. One of the
ways used by SEACs in recent times for HCD in tliieime countries is
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through Japan’s Technical Intern Training PrograimiP). A question arises
whether TITP is an effective way of HCD in labondiang SEACs.

Objectives

This research aims to analyze heuccessful TITP has been addressing the
HCD issue of SEACs enablinbem to overcome the MIT

M ethodology

This paper is based on desk research conducteddbyzang qualitative and
guantitative secondary data collected from prigerditure and relevant
databases. The protocols of systematic reviews wsed to carry out the
literature review. The analysis was carried outatthieve the research
objective as follows. Firstly, the data on HCD &gy through TITP and
number of trainees from SEACSs’ were analyzed te givclear idea of the
current situation. Then the prior literature comieg the opportunities and
challenges of TITP was systematically reviewed.

The definition of HCD, according td_awrence and Ismail (2009), is the
knowledge, skills, and expertise one accumulatesuth education and
training. Ratnayake and De Silva (2018) argue H@D should not only
focus on the improvement of knowledge and skills &lso on developing
attitudes such as social values and work etlidesing the latter half of the
20" century, SEACs had a more positive policy towafdd, mostly from
Japanese-affiliated firmd.hese countries wished to develop their HC from
backward linkage with foreign firms but failed. $his because, as Booth
(1999) suggested, educational progress in thegfasting SEACs had been
much slower than in NIEs such as Taiwan and Koséch made it hard to
absorb the knowledge and technology from Japan.yMamerging Asian
countries also use the strategy of exporting thiibor force to
technologically advanced countries to develop th#l. Japan’s Technical
Intern Training Program (TITP), which gained in@®g interest from
SEACs in the past three decades for their laboorgpis an alternative way
to develop HC apart from FDI.
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Results and Discussion

The TITP was established in 1993 with the purposaazepting young
workers from various countries, who then obtainustdal and vocational
skills in Japan, thereby, contributing to the impmment of their occupational
live after their return to home countries. TITP hgsne through
several changes since its establishment. The noiable one was 11997
when it extended the period of training from a maxin of 2 years to 3
years. In 2009, the Immigration Control and Refugeeognition Act was
Revised, then in July 2010 the “Technical Interraifiing” (i) and (i)
residence statuses were added. With the revisedthenabor standard and
minimum wage law was applied to the Technical imt&rainees (TITS).
This also distinguishes “TIT” who get on-the-johiting from the “Trainee”
status which are limited to off-the-job training.2017, a TITP was changed
again and “Technical Intern Training (iii)” was aladded, which extended
the training period from 3 to 5 years.
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Figure 1: Number of TITs by countries

Source: Year 1994-2010: Ratnayake Piyadasa angadaé Silva (2018); Year 2011-2016:
Ministry of Health, Labor and Welfare of Japan; ¥2817-2019: Organization of Technical
Intern Training. https://www.otit.go.jp/research/.

According to Ratnayake and De Silva (2018), the loemof TITs in 1994,

was 2,138 people (Figure 1). The number kept rigimg) reached 10,550 in
1997, the year in which the training period waseeged from two years to
three years. According to the Japanese Ministridedlth and Welfare, in
2011 the new status of trainees was accepted, lmadhember rose to
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143,308 people, with 108,252 trainees coming frdrim&and 13,789 trainees
from Vietnam. According to the Organization for haecal Intern Training,
in 2019, the number of TITs increased to 389,321almut 255.51% since
2011. Surprisingly, in 2019 most of the TITs camnf Vietnam accounting
for 196,001 people or 53.5% of all the TITs, folkavoy China 69,795 people,
Indonesia 32,528 people, Philippines 30,326 pedfpy@anmar, 13,739 people
and Thailand 9,587 people. The sharp increase T frfbm SEA countries
shows that they have a great interest in develoghiediuman capital of their
work force through the TITP.

Many studies prove that TITP benefits both thengas themselves and their
home countries. The workers can earn better inaardapan and after going
back to their home country, develop technical kremlge and management
skills, improve their attitudes, learn the Japariasguage, and get better job
opportunities after the program. For the SEACsamby they can resolve the
immediate issues related to jobs creating and asaong foreign currencies,
but can also improve the labor quality and labardpctivity and human
capital, which are regarded as long-term developrobjectives (Nguyermt
al., 2018; Ratnayake and De Silva, 2018).

Many researchers also claim that TITP contributesatve Japan’s labor
shortage problem. Employers in Japan use the TdTecruit foreign labor to
fill low- and semi-skilled jobs. Most TITs work industrial cities which are
home to large scale companies. These large congpagrlg mainly on
Japanese labor force, forcing micro, small and omadenterprises in these
prefectures to turn to TITs (Verité, 2018). Howeuasearch on TITs also
found many concerns on human rights. For instanc&)16, US Department
of State reported that 2,977 out of 3,918 workmaweere found with
violations of working hours, safety standards, pagtof overtime wages, and
other regulations. The Verité organization (208jfd in a sample of Chinese
TITs, that they faced many problems such as firsmenalties, withholding
of assets/wages, being threatened to end theiramifitom employer and even
physical violence. The main cause of this probleas the high pre-departure
fees collected from the trainees (Ishizuka, 2013).

The human rights and desertion problems cannotvedamked. However,
what this research would like to focus more orhes problem of the trainee
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not being able to develop their skills and transéehnology, since it is the
fundamental goal of the TITP. There are many reasuamch leads to this
problem. Firstly, Ratnayake and De Silva (2018)estathat TITs were
generally given simple routine, mostly menial ‘3Wbrks (Kitanai - dirty,
Kitsui - difficult and Kiken — dangerous), which kes the TITs unable to
develop advanced skills. Secondly, Nguyen et &182 claimed that many
TITs fail to see the long-term benefits of graspskils and knowledge to
reach the professional level and focus only on ngknoney. The lack of
Japanese language skills is also an impedimentedder, the returnees
claimed that they failed to use the knowledge thay learned in Japan after
they returned to their home countries, due to thevailability of similar jobs
in corresponding fields (Nguyest al, 2018; Ratnayake and De Silva, 2018).
To make technology and skill transfer to TITs ssetal, proper human
capital development practices need to be appli¢ded I TP.

Many researchers tried to identify the factors wWhiead to the success of
TIT's human capital development. Nguyen et al.1@0tried to identify
factors, which determine the success of the TITRdrducting surveys on
120 graduated TITs and 207 TITs who were in thetyai@ing period before
going to Japan. The factors include 1) Self-awagnerientation and
Japanese teaching, 2) Japanese language, 3) taclramee plan, 4)
preparation for Japanese language proficiency atidmral technical tests, and
5) working conditions. Unfortunately, they foundatithe five variables have
only 25% influence on the success of the TITP. fla®ors related to working
conditions were found not significant on the TITRuman capital
development. Major factors that influence the sascef TITP include
preparation for the Japanese language proficieasy dnd other national
technical tests.

To find whether TITP helps the sending countriesbremies or not, we
must see whether there is application of knowledge skills learnt from
Japanese firm into local industries and TITs becemgepreneurs in their
home countries. Regarding this topic Saputra, ®watiaand Yandri (2008)
studied about Indonesian TITs in Japanese SMEstlagid potential to
develop micro-small business in Indonesia by ingving the trainees. They
found that the important factors which influencdse tcapability in
developing a technology based business creatiorsargeg accumulation
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and business interest; reason to become an emieeprendustry where they
are working at; division where they are working jths characteristics;
understanding level of productivity and quality mfoducts; what kind of
machine is being operated; and understanding levehachine operating
system. About 70% of the Indonesian trainees wgrkmJapanese SMEs
acquire the necessary human capital in develogieg business starts up.
About 25-40% save enough money for their businesstion.

Conclusions

TITP helps the developing countries by creatingsjateveloping workers’
skill, providing better life after the program afidally to help overcome the
MIT. The program also solves Japanese labor shenpagblem. However,
much research also highlights problems occurrinthenprogram. To solve
the problem concerning workers’ HCD, the factorkjoh influence success
of TITP need to be thoroughly investigated. Notyarchnical skills which
are important, but language skills, entrepreneprshills, and social values
and work ethics are also essential. Due to the @EM pandemic, many
reports show a lot of foreigners losing their jabbSapan. On the other hand,
Japan is also facing lack of foreign labors du¢ht pandemic. According
to Japan Today article on June 6, 2020, the numibygeople who had been
expected to enter Japan this year as TITs fellsfeort of the expected
400,000 people. Lastly, with the International Opren Committee’s
decisions to hold the Olympics in 2021 in Tokyo,thwr without the
pandemic, we assume that the demand for TITs woaidde declined. Thus,
the prospective youth from the developing SEACs ukhoprepare
themselves to take this opportunity at it most éwvedop their knowledge,
skills, and attitudes through participating in H&P in in Japan.
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Introduction

Previous studies have shown that laboratory ses\ptaey a major role in the
health care and that laboratory services accounalfiout 10% of the total
expenditure on the health care (Mouseli et. all,720Presently, total health
care expenditure is continually increasing aroumsl world as well as Sri
Lanka. From the ever increasing total expenditbia10% of it will always
be for laboratory services. In this context, ihismely need to determine the
true cost of government and private laboratorystesiSri Lanka. Therefore,
this study will primarily study the cost pricing pfivate versus government
biochemistry laboratory tests in Sri Lanka.

According to the 2018, Annual Report of the CenBahk of Sri Lanka, the
total expenditure on government health servicesl3sr% of the total

government consumption expenditure and the prigatdor expenditure on
health services is 2.5% of the total private consion expenditure.

Furthermore, the National Health Report (2013)estahat the 2013 total
health expenditure of Sri Lanka was Rs.260 billiafich is 3.24% as a
percentage of Gross Domestic Production and petachealth expenditure
was Rs.12,636. According to the Sri Lanka HealtlsdAdmt, National Health
Expenditure Report 1990-2016, the total health edjiere in 2016 was Rs.
398 hillion and the per capita health expendituas ®s.18,880 (Institute for
health policy, 2018). This data reveals that owmethealth expenditure on
healthcare in Sri Lanka has been steadily incrgasin
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As noted earlier, many foreign studies have ideatithat laboratory services
play a major role in a health care and about 10%heftotal health care

expenditure is spent on laboratory services. Furibee, 70% or more of

medical decisions are based on the result of labgraests (Mouseli et. al.,

2017). As aresult, there is a trend of increadimmmand for laboratory services
in future. Especially, when a pandemic like Cov@llriecessitates continuous
laboratory testing which are highly expensive.Ha United State alone, over
7 billion laboratory tests are performed annuallgokson, 2015).

When the price of a product is determined by bafanihe demand and supply
of the product, one of the ways that a produces 8t price by determining
the price based on the cost of production. Theeefbrs important to identify
the cost of laboratory tests. Barker and Huang 31 8&ntify the importance
of the true cost of a laboratory service as “A éreknowledge of the actual
costs is required for the promotion of more ratlonatilization and better
appreciation of health laboratory services by mad&nd public health
workers”.

The above statement shows the importance by detewgnthe true cost of
laboratory tests. The cost of production of a goodervice is calculated by
adding the cost of inputs required to produce thadg or services. But from
an economic point of view, costs should includeaspmity costs such as time
cost of patients, in addition to direct and indireasts for inputs. Therefore,
there is a timely need to determine the true cbgfowernment and private
laboratory tests in Sri Lanka.

Objectives
The main objective of the study is to calculatedbst pricing of private versus
government biochemistry laboratory tests in Srikaan

M ethodology

The sample selected for this study were all Biodeagn laboratory tests
conducted in a government laboratory and a priksderatory during the six
month period from January*to June 30, 2019. The Peradeniya Teaching

8 The biochemical profile is a series of blood testsd to evaluate the functional capacity of
several critical organs and systems, such asuwéedind kidneys.
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Hospital laboratory was selected as the governhadioratory and a private
laboratory located in Kurunegala district was sielé@s the private laboratory
based on convenient sampling method. 40 patiemts &ach laboratory were
randomly selected for the study sample to calcydatents time cost. Primary
data was collected using an ethical committee ajgor@uestionnaire using
face to face interview and telephone interview rodth Secondary data was
collected from selected laboratory financial repoxf the respective
accounting departments, annual reports of the @leBank of Sri Lanka,
national health reports, articles and magazines.

Data analysis was performed under two stageselfir$t stage, the total cost
and per unit cost were calculated based on thehBrocstry laboratory tests
related to the both laboratories. The total codeitned as:

TC = LC + CGC + TMC + UC + TRC + BOC (1)

Where, TC: total cost, LC: labor cost, CGC: consbi@aoods cost, TMC:
time cost, UC: utility cost, TRC: transport costhdaBOC: building
opportunity cost. Average cost (AC) or per unisto@®UC) is give by:

PUC = e )

# of Laboratory Tests

In the second stage, a statistical hypothesisggstrformed to examine the
difference between cost pricing of government labmy and private
laboratory tests. The Wilcoxon Signed Rank testugzsl for this analysis and
it was done by using SPSS software. The followipgdtheses were tested.

Ho: There is no difference between cost pricing dhdaboratories

Hi: There is a difference between cost pricing ohldaboratories

Results and discussion

According to the sample information, the numbebiotchemistry laboratory
tests performed in the selected two laboratories ayeriod of six month is
as follows:
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Table 1. Number of Biochemistry Laboratory Testgfétened in Both
Laboratories

Month TLT ALT TLT

Labo - (6 Per Per
ratory January February March Aprii May June Month) month  Year

Govt. 49515 60925 67500 67704 69341 71269 38625B7® 772508

Private 9549 8859 9725 8192 10125 10123 56573 942913146

Note: TLT denotes th&otal Laboratory Tests, ALT represent Average Labany Tests

As shown in table 1 above, the number of laboratiesis performed in private
laboratory is about six times the number of labmmattests performed in
government hospital laboratory in each month.

Table 2: Per unit cost of Biochemistry Laboratogsis in Two Laboratories
in Terms of Cost Components

Cost Per Biochemistry Laboratory Test

Cost Type  Government (Rs.) Private (Rs.) Difference
LC 18.73 262.01 -243.28
CGC 42.49 217.03 -174.54
T™MC 142.8 151.7 -8.9
uc 0.72 21.92 -21.2
TRC 0.20 20.19 -20.19
BOC 2.42 42.11 -42.11
AC Per Test 207.40 714.98 -507.58

Separate total cost of biochemistry laboratorystémtgovernment and private
laboratories are R460,218,159.00 and Rs. 80,897,127.00 per year.ayeer
cost per test of biochemistry laboratory tests avegnment laboratory is
around Rs. 207.40 and per unit cost of privateritiooy is around Rs. 714.98.
All average cost types for biochemistry laborat@sts in private laboratory
are higher than government laboratory. It is abldute times compared to
the Government hospital laboratory.

According to Wilcoxon Signed Rank Test results (Bable 3), at 5% level of
significance, there exists enough evidence to catecthat there is a difference
between the government and private cost.
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Table 3: Results of the Wilcoxon Signed Rank Test

Difference Description Rank Mean Rank Sum of Rankail Test Probability

Negative Two Tail  0.031
Rank 6 3.50 21.00 wo tal '
One Tail 0.016

Private-  “positive

Govt Rank o° 0.00 0.00
Ties (0
Total 6

Note: ‘a’ private < government; ‘b’ private > gowmenent; ‘c’ private = government

Conclusion

Based on the Wilcoxon Signed Rank Test results gtiidy can conclude that,
there is a difference between costs pricing otweelaboratories. One of the
major Government Teaching Hospital in the countrgurs an annual total
cost of Rs160,218,159.00 on biochemistry laboratory testy oampared to
a total cost value of Rs. 80,897,127.00 at a lapgnivate sector laboratory.
And also, separate average cost per biochemistrprasory tests for
government and private laboratories are Rs. 208ni0Rs. 714.98. Although
the total cost value is in the government hospiigth, the average cost per test
in the private laboratory is three times highentti&e government laboratory.
This notable difference between the annual totat codue to high patient
turnover rates in the government hospital thampthate sector in the country.
Therefore, can conclude that, the cost of non-nadiactors has exacerbated
the unit cost of providing laboratory serviceshe private sector compared to
the public sector. Enormous number of laboratosgstén the government
hospitals decrease per unit cost of a test.
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| ntroduction

The COVID-19 pandemic is recognized as the wotkl'gest education crisis
ever experienced in the recent past. AccordingMESCO, during the first
wave of the COVID-19 pandemic, over 190 countriesl hmplemented
nationwide closures, affecting more than 90% of therld’'s student
population (Abdulamir and Hafidh, 2020). Interruption in contous
education leads to many repercussions that arendayere losses in learning,
including increased drop-out rates, loss of nainitiand reductions in future
earnings — the effects of which are disproportielyagxperienced by the more
vulnerable (Liguori and Winkler, 2020).

In response to the first wave of COVID-19 pandearicl2" March 2020, all

educational institutions including schools and ensities were closed down
island-wide in Sri Lanka with an overnight switcb the emergency
education mode via distance teaching and learniogegs. Following the
national guidelines, Kandy Educational Zone (KE®sed down all schools
and other educational centers and turned overn@t@mergency learning
teaching methods as a measure to respond to thd0d/pandemic. KEZ

comprises two Divisional Secretariat divisions, eiymGangawatakoralaya
and Pathahewaheta. Gangawatakorala division cers#i€i0 schools with a
student population of 67,661 (excluding private amernational schools).
At KEZ, the emergency learning-teaching methodsnigyaoccurred via

online channels, with teachers sending large vofuwfematerial as PDF
documents to students via WhatsApp and Viber. Fehods initiated

standard online education processes using MS-Te@uosgle Classroom
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and Zoom etc. In addition, some teachers condu@talhing-Learning
process through traditional distance Teaching-Liegrmethods according
to the guidelines of the health authorities.

Traditional classroom settings at the school, despnany disparities,
attempted to bring all the students into a commaguitable platform
irrespective of their different cultural or socicemomic backgrounds by
ensuring the co-values of free Education. According survey conducted in
2018 by DCS, only 52% of Sri Lankan households withool-aged children
owned a smartphone or computer (laptops 52%, desk@8, tabs 3%)
which are essential for online learning. Only 4086 lan internet connection,
primarily via mobile phones (mobile phones and des@7%, Fibre/ ADSL/
Wireless 4%). This survey report projected thdityeaf the availability of
computer-related appliances at the household-lewel Sri  Lanka.
Accordingly, only less than half of the househoidsSri Lanka have the
possibility of engaging in online distance eduaatifrhis paper consists of
the preliminary findings; as such the full reparyet to be finalized).

Objective

This paper attempts to explore the constraintsdfdne stakeholders in the
Kandy Educational Zone while implementing Emergenogarning -

Teaching Methods (ELTM) during COVID-19 pandemickdown. Special
attention is given to socio-economic disparitieghui the framework of
ELTM.

M ethodology

The study uses descriptive statistics method fatyaing data Primary data
for the analysis was collected covering studerdgachers and parents in
KEZ. A list of all the government schools was takemm the Provincial
Education Department. We received a list of 55 setsh@and of them 19
schools were selected at random. In order to séhectsample from each
school, approximately 10 to 25 sample of each cate taken. We only
consider secondary level education in this studher&fore, Type 3 Schools
are excluded from the selection process due to uhavailability of
secondary educatiorAccordingly, the final sample size was 797 and the
survey was carried out covering all selected schbetween August and
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September, 2020. A survey questionnaire was diggtd among the

participants (teachers, parents and studentseatdhools. Only 16 schools
responded positively. Approximately 797 survey doesaires were

distributed among the participants and 351 comglepeestionnaires were
returned which includes teachers (116), parent®)(Hhd students (133).
When we analyze the data, various descriptive alaéytical techniques were
used. In addition to that, Probit regression moda$ used to identify the
factors that determine the ELTM.

Results and Discussion

This study focused on the household average moitbbme, expenditure,
educational level, distance travelled to the sclooalorkplace, ICT literacy,
availability of internet and computer appliancestta household level of
teachers, students and parents. Table 1 displaysdédmographic data
collected from the survey. It shows a similar pietin the teacher's category
across school types, but at the parents levebivsha gap between 1AB and
1C groups of schools in overall income and edunafltve students category
displayed a gap concerning the distance travelteth¢ schools in daily
routine with average 1AB students travelling 37 ier day while type 2
students travel only 2.5 Km per day.

Table 2 shows the data of Likert scale questioea@stout the usage of ICT
in the teaching-learning process at the schoolegponse placed at ‘Never'
shows a low value in parent’'s income and educdgweal (1AB only up to
A/L and in type 2 up to primary level) whereas theponse 'All the times'
shows comparatively high value. Table 3 showsddtta of the ICT literacy
among teachers at the three types of schools. Acagy the 1AB group has
the highest percentage of ICT literacy and Typer@ug has the lowest
percentage of ICT literacy whereas the 1C groupvshibe highest percentage
of advanced literacy-rate.

Table 4, 5 and 6 shows the data on the availalfitfCT appliances at the
domestic level, Laptop or desktop computer at h@m®mmon in the 1AB
schools group and smartphone at homes is commomaitie type 2
schools. Table 7 shows the data on the usage @l soedia among the
teachers, students and parents. It shows compealsatiower percentage
among the type 2 category. Tables 8 and 9 showsd#ta of the
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commencement of online Teaching and engagementnlifieo Teaching
during the COVID-19 pandemic lockdown period, disfthg comparatively
less progress in the Type 2 group compared to 1ARim but it shows
progress among parents and students engageme@tand 1AB groups of
schools. Finally, Table 10 shows the attitudingpanse to the usage of ICT
in the teaching-learning process. The Technologseptance Model (TAM),
developed by Davis (1989) was used to explain gterthinants of computer
acceptance and user behavior across a broad rahgeoroputing
technologies and populations.

According to the above ICT acceptance model, 00ét 8f the responses of
teachers, students and parents attitudinally aedepe usefulness of ICT in
the Teaching-Learning process. Besides, Table 9vshover 60% of
engagement in online education, even though 1ABdalstype shows greater
response of behavioral intention to ICT usage coetgpdo Type 2. This
projects a positive technology acceptance accotdittye Davis TAM Model,
among the teachers, parents and students. Mds¢ efariables in the Probit
regression model is not significant. Therefore, stheresults are not
included into the analysis.

Conclusion

This study concludes that there are visible disiggriamong privilege and
non-privileged school in the urban settings of KEZn this case, 1AB
categories of schools are identified as privileged type 2 categories of
schools are identified as non-privileged schoole feachers, principals and
all administrators are appointed to the respecth@ls and regulated by the
KEZ. According to the survey results, a positive ganoticeable among the
privileged and non-privileged schools of KEZ whemplementing ELTM.

According to the Davis et al. (1989) technologyeqatance model, a positive
technology acceptance is evident among the stattetsobdf the KEZ but a gap
of different variables is also visible among pegéd and non-privileged
schools categories which could be due to many rsasspecially the
affordability of appliances and the cost.

There are no positive disparities among teachersdome or qualification
level at these schools. An examination of theim@ime level of the parents
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of these schools indicates that there is a posigagamong 1AB and type 2
category schools. It also reveals that the studeotsing from under

privileged settings are polarized to the type 2gaty of schools of the KEZ.
This could be the possible reason for the gap edeathen implementing

ELTM among privileged and non-privileged schoolttisgs at KEZ.
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Appendices
Table 1: General Information about the Respondents
Teachers Parents Students
1AB 1C T2 1AB [ 1C T2 1AB| 1C | T2
Age 45.5 45.4 50.2 46.5| 46,5 475 167 154 1b.
Female (%)| 88.4 86.8 96.0 53.8| 57.1] 416 62/0 869 40.

Income * 48701 49943 43975 52122 42563 14115 N/A A N/N/A
Income ** | 218909 | 132904/101728 | 89399 67481 36600 N/A N/A N/A
N 115 83 112

Note: Average educational qualification of teachsr between A/L and graduate level. *

represents the average income level (Rs.) of relpus while ** represents the average
income of the family.
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Table 2: Usage dCT Facility for Teaching -Learning process at the égdlof KEZ

Teachers (%)

Parents (%)

Never (%) 19.61 9.21
Rarely (%) 29.41 13.16
Sometimes(%) 32.35 52.63
Often(%) 15.69 19.74
All the times (%) 2.94 5.26
Total Responses 102 76
Family income Below 51,000- | Above Below | 51,000- | Above
50000 100,000 | 100,000 | 50000 | 100,000 | 100,000
Never 66.67 40.91 13.33 5.88 15.00 0.00
Rarely 0.00 13.64 33.33 11.76 10.00 0.00
Sometimes 33.33 31.82 23.33 52.94 55.00 55.56
Often 0.00 9.09 23.33 23.53 20.00 22.22
All the times 0.00 4.55 6.67 5.88 0.00 22.22
Total Responses| 3 22 30 17 20 9
Teachers (%) Parents (%)
Education Below Graduate | Above Below | AL Graduates
Graduates| s Graduates| AL
Never 8.11 31.58 22.22 31.43 8.00 11.11
Rarely 35.14 23.68 16.67 5.71 20.00 16.67
Sometimes 35.14 34.21 33.33 45.71 48.00 44.44
Often 16.22 10.53 22.22 14.29 16.00 22.22
All the times 5.41 0.00 5.56 2.86 8.00 5.56
Total responses 37 38 18 35 25 18
Table 3: ICT knowledge of teachers (%)
1AB 1C TYPE 2
Introductory level courses 43.48 40.48 47.37
Elementary level courses 18.84 19.05 26.32
Advance level courses 2.90 14.29 5.26
Special training for the usage of IT tools interazboards | 14.49 14.29 10.53
laptops.
ICT for pedological purposes 20.29 11.90 10.53
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Table 4: Desktop/Laptop Computer
Availability at Home (%)

Table 5: WIFI /INTERNET
Availability at Home (%)

1AB 1C TYPE 2 1AB 1C TYPE 2
Parents 82.86 14.29 2.86 Parents 66.6/7 21.21 2124
Students 85.07 11.94 2.99 Students 77.19 12.28 310.b
Teachers 53.42 28.77 17.81 Teachers 50.70 33.805.491
Table 6: Smart Phone Availability at Homd&able 7: Usage of social media (%)
(%)

1AB 1C TYPE 2 1AB 1C TYPE 2
Parents 59.21 22.37 18.42 Parents 68.33 25.00 7 6.6
Students 75.51 16.33 8.16 Students 76.6D 14.89 8.51
Teachers 47.66 32.71 19.63 Teachers 52.13 32.984.891
Table 8: Commencement of online Table 9: Engagement of the Participants
programme (%) in Online Teaching (%)

1AB 1C TYPE 2 1AB 1C TYPE 2
Parents 60.76 17.72 21.52 Parents 63.77 20.29 9415,
Students 65.29 17.36 17.36 Students 64.96 17.09 9517.
Teachers 52.53 33.33 14.14 Teachers 58.62 27.693.791

Table 10 Technology Acceptance (TAM) (%)

‘According to my knowledge ICT is helpful fo'According to my knowledge

[®)

Teaching to learning process’ ICT is not helpful to Teaching t
learning process’

Response Students  Parents  Teachers Students achers

Strongly Agree 23.77 26.51 25.23 1.80 6.59

Agree 59.84 63.86 63.96 9.91 19.78

Uncertain 12.30 6.02 6.31 21.62 4.40

Disagree 3.28 1.20 3.60 49.55 47.25

Strongly Disagree| 0.82 2.41 0.90 17.12 21.98

Total responses 122 83. 111 111 91
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Agriculture sector plays an important portion ine tiAfghan economy.
Agricultural exports contributed to 78.24% of tleéal exports and 21.3% of
the Gross Domestic Product (GDP) in Afghanistar2®18. Fruits are the
major exportable products among agriculture pragluict Afghanistan and
fruit sector has been identified as one of the esoa drivers in the country.
Grapes, nuts, figs, and dry fruits contribute t&e33f the total earning of fruit
export in the year 2018 and they contributed 57d%griculture exports in
2018. The values of exports of fresh fruits haweaeased more than eightfold
over past decade. The USA was the leading globpbitar of the fruits
followed by Germany, Netherlands, and France, whAifighan fruits were
mainly exported to India followed by Pakistan, Ghiffurkey, and United
Arab Emirates in 2018.

Even though a reduction in average applied tawdffes for agriculture
products exported from Afghanistan has been noteé, Non-Tariff
Measures (NTMs) facing Afghanistan have been increasing over time.
UNESCAP (2015) indicated that Afghan agriculturaiperts have been
struggling to meet Sanitary and Phyto-Sanitary (S®*&dards abroad and
suffered delays at the border owing to inefficientinadequate inspection
regimes and facilities. Empirical evidence of poesd studies with respect to
the effects of NTMs however are mixed. More regenfimini and Conesa

® The NTMs are defined as policy measures, other trdimary customs tariffs, that can
potentially have an economic effect on internatiainade in goods, changing quantities
traded, or prices, or both. However, NTMs are ingoatr for health and environmental
protection, such as sanitary and phyto-sanitarysomea and technical barriers to trade.
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(2019)showed positive effect of NTMs on Chinese expotigevSandaruwan
et al (2020) showed negative effects of NTMs orfamhexports from Sri
Lanka. An evaluation of effects of NTMs on expdriraits from Afghanistan
hence is timely.

Objectives

The objective of this study is to determine thesetffof NTMs on the export
of fruits from Afghanistan.

M ethodology

The gravity equation explains that the gravitatlof@ce between two
countries is proportional to the product of the sessof the two countries and
inversely proportional to the distance between thdime gravity model
proposed by the Tinbergen (1962) was initially preéed as an intuitive way
of understanding international bilateral trade andr time it was extended to
accommodate various other factors. The versiorrafity equation used in
this study is given below:

INEXPY, = By + B1InGDPy + BoInGDPy, + B3InDIST; + B,COML;;  +

ﬁSCOMBU + ﬁGSAARCU‘F B7ln(NTMT0TlJt) +Eit (1)

Where, EXP},
partner country at timet. GDP;, andGDP;, are the Gross Domestic Product
at timet of Afghanistan and thi importing country respectively\¢GDP of
exporting and importing countries is expected t@bsgtively correlated with
the dependent variable. The distance between Afgtaenand th¢" trade
partner is given bIST;;, which is hypothesized to be negatively correlated
with the fruit exports from AfghanistaOML;; is for partners sharing a
common language;OMB;; is for partners sharing a common border, is for
partners in the South Asian Associate for Regi@uaperation (SAARC) and
NTMTOT;j, refers to the NTMs. The latter three are dummyalaés in the
gravity equation and positive effects of such oe #&xport of fruits from
Afghanistan are expected. In the first set of dpmEtions total number of non-
tariff measures, imposed L' country on exports at tintewas included and

in the second set, it was treated as a dummy \ariab

is the export flow of the produptfrom i (Afghanistan) to
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Bilateral exports of fruits in HS code category &t include fresh and
processed fruits were used as the dependent \siainl alternative
specifications. The data set comprised of expoft$a products from
Afghanistan into 40 export destinations in 2008 2Ad8. The total number
of observations was 581. Export data were extractad the United Nations
Commodity Trade Statistics Database (UN Comtratieg.data on GDP were
gathered from the World Bank. The data regardimggdographical distance
between the capital cities of trading countriesmewn language, and
common border were extracted from the Institute Research on the
International Economy (CEPII). The data on NTMs evektracted from the
Trade Analysis and Information System (TRAINS) thate of the United
Nations Conference on Trade and Development (UNC)IVere he NTMs
are classified into 16 chapters. This classificaticomprises technical
measures, such as Technical Barriers to Trade (TBaiitary and Phyto-
Sanitary (SPS) measures, and Pre-Shipment Inspg@®l) measures. The
non- technical measures consisted of Quantity ©b@®C), Price Control
(PC), and Other (OTH) measures. Only import-rel&i@d/s are considered
in the estimation of the above model.

500.00
400.00
300.00
200.00

100.00

0.00
2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018

Export value USD Million

Total fresh fruits Total processed fruits Total fruits

Figure 1: Value of Fruits Exports from Afghanisi@uring 2008-2018.

Above Figure depict that a rapid growth of the expoof fruits from
Afghanistan can be observed after 2010. The valxesrts of processed fruits
have consistently been higher than that of fresiitsfrthough fresh fruits
exports have increased more than eightfold durd@2- 2018.
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An examination of NTMs shows an increase in the lnemof NTMs imposed
by each export destination. The most commonly eerNTMs against
Afghan fruits are Technical Barriers to Trade (TB®)owed by the SPS
measures. TBTs represent 37% and SPSs represendf2@8% total NTMs

respectively in 2018. More NTMs have been imposedomcessed fruits
compared to those of fresh fruits. The descripstatistics of the variables
used in the gravity estimation presented in table 1

Table 1: Descriptive Statistics of the Variablegdiin the Estimation

Variables Units Mean Std. Error  Minimum  Maximum
Export value USD Million  1.36 0.26 0 104.09
Exporter's GDP USD Billion  66.02 0.32 54.71 71.27
Importer's GDP USD Billion 20,767 1,734 7.38 194,688
Distance KM 3,859 143.95 374.65 13,762
Common language Dummy 0.05 0.01 0 1
Common border Dummy 0.23 0.02 0 1
Member of SAARC Dummy 0.24 0.02 0 1
Total NTMs Number 331.3 39.13 0 5,001
TBT Number 272.54 58.24 0 3,954
SPS Number 158.02 28.42 0 1,466
PSI Number 8.15 1.17 0 69
PC Number 10.53 1.24 0 69
QC Number 30.56 4.80 0 284
OTH Number 3.16 0.72 0 57

Note: TBT- Technical Barriers to Trade, SPS- Sapitand Phyto-Sanitary, PSI- Pre-
Shipment Inspection, PC- Price Control, QC- Qugr@iontrol and OTH- Other

Results and Discussion

Alternative estimation techniques namely Ordinargast Square (OLS)
regression, Poisson pseudo maximum likelihood (PPatid Poisson model
with Fixed effect (PFE) were employed to ascerthi effect of dependent
variable on export value of fruits. The resultsle estimation are presented

in table 2. A log-log formulations have been used zero export values were
replaced with very small values.
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Table 2: Results of the Gravity Model

Log of total NTMs NTMs as Dummy
Variables Units oLS PFE PPML OLS PFE PPML
Ln-Exporter  US$ 0.72 0.72 0.33 1.2 1.24 0.53
GDP Billion (2.03) (1.5) (1.2) (2.1) 1.7) (1.2)
Ln-Importer  US$ 0.09 0.085 0.14" 0.115 0.115 0.177"
GDP Billion (0.05) (0.06) (0.05) (0.06) (0.07) (0.04)
Ln-Distance Km -0.4%  -0.44 -0.66™ -0.34 -0.34 -0.527
(0.21) (0.33) (0.19) (0.19) (0.24) (0.22)
NTMs Number/ 0.28™ 0.28" 0.25" 0.63" 0.64 0.76"
dummy  (0.09) (0.13) (0.06) (0.32) (0.57) (0.38)
Common Dummy  0.29 0.29 0.083 0.3 0.31 0.22
Language (0.08) (0.32) (0.45) (0.78) (0.37) (0.45)
Common Dummy  0.007 0.007" 0.43 -0.13  -0.14 0.094
Border (1.1) (0.36) (0.47) (1.12) (0.42) (0.53)
SAARC Dummy  3.48 3.49™ 1.44"  3.83" 3.84" 177"

0.91) (0.61) (0.42) (0.98) (0.54) (0.45)

Note: Robust standard errors are in parenthes#sand *** denote significance at 10%, 5%
and 1% levels, respectively.

The results show that the GDP of the exporter hagsi#tive and significant
effect on bilateral export of fruit exports of Afghistan. The coefficient of
geographical distance was negative and statistisahificant indicating that
Afghanistan has been exporting more to neighborocmyntries. The
coefficient of common border was positive and statally significant. Since
most of fresh fruits do not have a long shelf |é&port to the neighbors can
guarantee a safe reach to the partner county. dé#icient of SAARC is
highly significant and positive. Common languagendd have a significant
effect on bilateral trade of fruits. The coeffidigmf NTMs (log and dummy)
on fruits exports were positive, small and stataty significant in all
models reported in Table 2 except for one. Sinndaults were obtained when
sub-samples were estimated, i.e., the effects dfiflNdn exports of fresh
fruits, exports of processed fruits, exports ofitfun 2008, and exports
of fruits in 2018 were also positive and small amanost cases statistically
significant.
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Conclusions

This study was conducted to determine the effedd s on the export of

fruits from Afghanistan during 2008-2018 using awgty analysis. It was

revealed that technical barriers to trade and @agnénd phyto-sanitary were
the major NTMs faced by the exports of fruit progurom Afghanistan.

Processed fruits, which constitute a relativelyhkigportion in the Afghan

fruit export basket, faced higher NTMs comparedrésh fruits. The results
reveal a small, positive and statistically sigrafit effect of NTMs on the
exports of fruits from Afghanistan suggesting thafghanistan was

successful in penetrating to exports markets that ragulated through
NTMs. Further studies that estimate different djpEations of the gravity

model to examine the effect of each NTMs compomenexport flows are

suggested.
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Solar powered systems are becoming more prevaleanany countries and it
is one of the most important renewable energy ssuticat has been gaining
increased attention in recent years (Khaligh, 20B®¥lar energy is used
worldwide and is increasingly popular for genergighectricity or heating and
desalinating water. Most countries have decideald@onsumers choosing to
invest in solar in the hopes of supporting the égreor sustainability
movement. Solar energy is clean and free of eomssiwhich is beneficial
for the environment, as it does not produce patistar by-products harmful
to nature (Robert et al., 2010).

Sri Lanka should secure its energy future by faugisin the development and
adoption of indigenous, renewable sources of enrgyeet this growing
demand and reduce the economic burden of impodasoringly, this study
investigates the effectiveness of solar power etatgt investment through a
cost-benefit analysis and the calculation of twasueements of net present
values (NPV) and internal rate of return (IRR) gsdata gathered from 100
households in the Katugasthota municipal area.

Objective

The main objective of this study is to investigtie effectiveness of solar
power electricity investment through a cost-berefidlysis.

M ethodology

In order to investigate the effectiveness of splawver electricity investment
through a cost-benefit analysis we first obtainkd electricity bill from

148



Extended Abstracts

households before using solar power electricityeréhare 11600 households
in Katugasthota Municipal area and only 816 houkkEhare using solar panel
to generate electricity for their consumption. Amothem only 312
households are fully consuming solar power elatyri¢-or this study we
selected only 100 households among these 312 haldseWwhich are only
using solar power electricity.

Benefit and cost components were quantified froeneitonomic perspectives.
An economic sensitivity analysis was then followeith two measurements
of net present values (NPV) and internal rate afrre(IRR). The NPV was
determined using the annual cash flows of the guaels. The discount rates
were determined by the most current rates in SnkhaThe average annual
inflation rate was determined using the CPI indact @stimates of what it will
be for the next 20 years. The NPV was calculat&ohgainto consideration
inflation and the discount rates. The analysisaaee for a certain time period
that was based on the anticipated lifespan ofdla panels. Solar panels have
at least a 20 year warranty. For the total coshdtuded instalment cost,
operation cost and repair cost for 20 years. The Bid IRR were calculated
using the cumulative annual cash flows. If the NB¥ositive, it is regarded
as being a good investment. Another way to proae tine investment is a
positive choice is if the IRR is at least greateart the discount rate. Lastly,
the cost benefit analysis is done by adjustingscast benefits. If benefits
outweigh the costs, it is a worthwhile investment.

Results and Discussion

To begin the analysis, the monthly bills of the Hauseholds were totalled
for getting the total cost of the sample. The miyrdimounts were summed to
determine the amount spent on electricity for orearyas being Rs
5,857,296.00 (Table 1). The households’ electrigilig not only included the

amount of money spent on the energy, but alsortimuat of electricity used

in kilowatt-hours (kWh). Each month was recordecdome up with a total

yearly electricity usage of 199,032 kWh (Table 1).
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Table 1: Electricity Consumption and Cost beforagi$Solar Power

Total kWh Total cost (Rs)
Monthly 16,586 488,108
Annual 199,032 5,857,296

The average solar power system capacity is catilasing the sample data.
According to the analysis, the average solar p@aystem capacity was 0.98
kWh and the average production of solar power wids4lkWh per household
per month. The results show that 1.0kWh systemaigpis enough for one
household and this implies that 100kWh solar pogystem capacity is
needed for 100 households in the study area. Tké @olkWh system
capacity is Rs 250,000.00 and then the total cmstlfe 100kWh system
capacity is approximately Rs 25,000,000.00 forstuely area.

In order to perform the cost-benefit calculatiottss study used financial
information from the sample. The NPV and IRR weaécglated using the
cumulative cash flows for the 20 years. The inBlatrate was determined
using the electricity supply from the Ceylon Elesty Board Statistical
Digest 2015. Referring to the Sri Lanka electrigtice changes, household
energy price inflation was 0.7%. This percentagkiesavas used as the
inflation rate in the analysis. Once the future ided electricity costs are
determined, taking into account the inflation ratee annual cash flow is
calculated for 20 years. The NPV of the annual dlsts is calculated each
year by using 5%, 8% and 10% discount rates. Kinté cumulative NPV is
calculated.

Table 2: Calculated NPV and IRR at Three DiscouwsteR

Discount Rate NPV IRR Payback time period
5% Rs. 55097 919.62  23.921 5 years
8% Rs. 35868 094.38  22.341 6 years
10% Rs. 27 583 793.80 21.978 6 years

Table 2 shows the calculated NPV and IRR value§%t 8% and 10%
discount rates. Results show that highest net ptesdue is Rs. 55 097 919.62
which is at 5% discount rate. This is followed kBt present values of Rs. 35
868 094.38 and Rs. 27 583 793.80 at 8% and 10%ouhscrates
respectively over a warranty period of 20 years.eWlthe discount rate
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increase from 5% to 8%, the NPV decreases by 65uritaer increase from
8% to 10%, causes the NPV to decrease again by Th&lIRR values are
23.92%, 22.34% and 21.97% for these three disaaies respectively. IRR
values are higher than all discount rates and #reyabove zero. If the
discount rate increases, the IRR value decreaggslgl Accordingly, the
highest NPV is at the 5% discount rate and theoredsr that is, the low
discount rate means that the NPV is affected mptadcash flows that occur
further in the future.

Payback time period was calculated by using theutatire net present value.
When cumulative net present value began to getipesialue that means the
investment is beginning to generate positive céshsf and is no longer a
burden to the households. At 5% discount rate timeutative NPV began to

show positive cash flows after 5 years. Howevethai8% and 10% discount
rates the cumulative NPV began to show positivé desvs after 6 years.

Accordingly, at 5% discount rate NPV value is higaed the payback time is
less than other two discount rates.

The results of the cost-benefit analysis turnedtolie positive over the time
period of 20 years. The initial cost of installitige solar panels was only a
small cost and eventually beneficial to the stutBaghouseholds. The NPV
being a great deal larger than zero and the IRRgbeiuch larger than the
discount rates indicate that the investment isionelly favourable. Since the

cost-benefit analysis proved financially favourahlestalling solar panels

would be a favourable investment for generatingtatsty in this area.

Conclusion

The purpose of this study was to determine whedipptying solar energy
system to the Katugasthota area households wag ggoprove cost-beneficial
or detrimental. NPV and IRR are major indicators whether or

not an investment is beneficial. The NPV was calimd using the annual
cash flows which took into account avoided eletiricosts, the system cost,
and any incentives. Unfortunately, in Sri Lanka trdy incentive was to

freely install the solar power and no transportattost for the buyers. The
results show the positive values of NPV and theridl rate of returns are
greater than the discount rates. After 6 yeatsegian to make positive cash
flows at the 8% and 10% discount rates while atdi%6ount rate it takes
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only 5 years. That means there is no burden todimlds of investing solar

panel after 6 or 5 years at different discountsaiéhis analysis will help

investors and policy makers to have a clearer al®aut investing in solar

panels. As homeowners are the investors, they eke mdecision on whether
it is effective to generate electricity from sofmnels. This study shows that
generating electricity by using solar panels isdbieral.
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Micro and Small-scale enterprises (MSEs) play ani@ant role in
promoting growth and development of tourism in Banka.As per the
Department of Census and Statistics (DCS) Econ@®eitsus 2013/14, the
MSEs! account for over 95 percent of the total entegsrisin
accommodation and food services sub-sector. Itgibation to employment
and value added in the same sector is around 78@peércent respectively.
Moreover, tourism sector is thé?aighest foreign exchange earner and
accounts for about 4-5 percent of GDP. Undoubtetlly, MSEs operating in
tourism value chain is a major in terms of valuele] foreign exchange
earnings and job creation. There is a good bod§nofvledge on the impact
of COVID-19 on Sri Lanka at national and sub-sed®rel based on
secondary dat&. However, there is hardly any work at sub-secteelibased
on firm level data on MSEs and this study is aremafit to fill this
literature gap in tourism sector MSEs.

Arugam Bay (AB) is well-known as one of world’s baéen surf points in
2010 (Lonely Planet, 2009) located in the easttcofthe Sri Lanka and is
made up of several right-hand points for surfingt tinly work from May to
November. It attracts guests from various partshef world and provides
livelihood for fishing communities characterized high unemployment,
underemployment, poverty and inequity. The impattC®VID-19 on

10 The advice and guidance provided by Prof. Suniar@hasiri throughout the study is
gratefully acknowledged. Helpful comments and sstjgas by two anonymous referees
are also thankfully acknowledged.

11 Micro enterprises with less than 10 employees @nwhll-scale enterprises with 10-50
employees. Source: The Ministry of Industry and @wrce (MIC), National Policy
Framework for Small Medium Enterprise (SME) Develmmt (undated)

2 For a review of existing body of work on COVID-%2e Chandrasiri et al. (2020) and
references cited therein
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tourism and hospitality is unprecedented. It hdddedevastating implications
on tourism sector MSEs operating in economicallgkipaard areas such as
AB. There is a debate on MSE'’s ability to face ¢thallenges of COVID-19.
Can they survive through the crisis or will they @at of business? What is
the role of the government in helping MSEs durihg post-COVID-19
economic recovery? The present study is designehgage in this debate
concentrating on two main research issues: (a) whathe immediate
economic impact of COVID-19 on tourism sector MSEBY what is the
recovery capacity of MSEs in tourism during thetdoskdown period?

Objectives

In view of the above two research problems, thenroaijectives of the study
are two-fold: a) to assess the economic impact OVID-19 on MSEs
operating in the tourism sector and b) to examirg&EN! response to business
recovery during the post-lockdown period.

M ethodology

The MSEs in AB are represented by 278 enterpriséh @& heavy
concentration of micro-level firms (83%). In terro§ business sectors, it
covers four main business segments: 1. Accommadao Food and
beverages, 3. Entertainment and 4. Surfing. Tladysis is based on a data
set generated through a field survey carried @m ftOth to15th August 2020,
using a sample of business establishments (n=gb¢senting MSEs in the
tourism value chain. It is a stratified purposienple with full coverage of
the surf tourism sector (n=10) and partial cover@gbe other three segments
of the tourism value chain. This sampling procederelered in the selection
of the most representative and suitable respondentthe survey during
adversities. A Structured questionnaire was adit@res among sample firms
using face to face interview technique with a spleficus on employment,
links with the value chain, and impact of the panite coping strategies, and
business owners’ perceptions on institutional &fficy in the delivery of
relief measures. The data were analyzed througtrigése statistics using
SPSS. In addition, a review of secondary dataalsascarried out with a view
to elicit information on COVID-19 impact on the ratal economy.

154



Extended Abstracts

Results and Discussion

The period May to November is the peak season fSEMin Arugam Bay.
Over 80 percent of tourism market in AB is domiwlaly foreign guests and
in March and April, with the lockdown restrictior8% of foreign and 36%
of local bookings were cancellééiBooking cancellations by foreign guests
among micro and small-scale enterprises were 7Bamkrcent respectively
during the ¥ quarter of 2020.

Similarly, in the  quarter the loss of business operations was 100%bbut
95 and 75 percent of micro and small-scale entwepriespectively. In thé®?
quarter however, 100 percent business losses veeleced to 11 and 25
percent of micro and small-scale enterprises res@bein AB demonstrating
MSEs' ability to bounce back with the relaxatiomcmkdown restrictions. The
evidence on status of business operattbaso revealed high economic
vulnerability of MSEs in AB during the®lquarter of 2020 and their ability to
recommence business operations with necessarytadjots during post-
lockdown period. For example, in th& quarter of 2020, 89 and 63 percent of
micro and small business in AB were fully closed &mthe 29 quarter, 62
and 75 percent of micro and small business unite faly open.

Figure 1: Loss of Figure 2: Adequacy of cash flow (%)
revenue(%)
97
100 75 3-6 month% 5
80
60 38 49 1-3 month 6 37
40
20 less Than on month 63 89
0
2020Q1 2020Q2 0O 20 40 60 80 100
Small Micro Micro H Small

Similarly, loss of revenue was 97 and 75 for mia@od small-scale
enterprises respectively in thé& guarter of 2020 and 49 and 38 in tHe 2
quarter of 2020 (Figurel). The net result of bogkiancellations and loss of
revenue is reflected in the cash flows of the MBEAB. In fact, majority of

13100% cancellations
4 This was measured in terms of 3 options: a) ftithged, b) open in limited way and c) fully
open.
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micro (89%) and small scale (63%) units reported their cash balance was
adequate for a period of less than one month (EigurAnother 6% of micro
and 37% of small-scale units stated that cash Wlas adequate for less than
3 months. Only 5% of micro enterprises estimatezhjadcy of cash flow for
3-6 months.

The total employment of the sample units before @D\ crisis was
494representing both direct (61%) and indirect (B¥mployment. The
evidence on job losses was very high during tHegdarter of 2020 and
estimated values are in the region of 84 and 7dgm¢iamong micro and small
business units respectively. However, in tif& @uarter the situation has
improved and estimated job losses were 63 and dfpeamong micro and
small business units. The disruptions in busingssations have also led to a
significant loss in target investments of micro¥g7and small scale (63%)
firms respectively.

MSEs are more likely to adopt an agile approach thadium and large-scale
companies, which typically follow a resilience $dgy. In this context,

institutional and policy support system becomeseagrential element in
helping MSEs to recommence and reinvent businessabpns during the
post-lockdown period. Survey evidence clearly pamt the vital role

expected from the institutional support systeuiuring the recovery phase.
(Tablel).

Table 1: Key Interventions that Firms want Governtrie Implement (in %)

Area of intervention ACC F&B EN Surf  All
Institutional support 13 10 7 10 40
Monetary & Fiscal 5 2 1 3 11
Marketing & Promotion 7 3 3 7 20
Product Development 8 5 4 5 22
Tourism Sector Development 2 1 2 2 7
Total 35 21 17 27 100

Alarmingly, over half of survey respondents repdrtieat they found it hard
to access information and benefits from COVID-19%atexl assistance

15 Sri Lanka Tourism Development Authority, Eastermifism Bureau, Arugam Bay Tourism
Association, District Administration and instituti® representing the line ministries at
national level (e.g., Ministry of Labour)

156



Extended Abstracts

packages, calling into question the efficiency afifgctiveness of existing
institutional support system. However, the sucadsrm level business
strategies (e.g. reduced prices, discounts ancpatpn for COVID-19) is a
green signal in the dark. As viewed by the respotsjehese measures paved
the path for them to rethink their justifiable ce#&nce, workforce skills-gap
development and more focus on innovation in ordeng¢et post-COVID-19
standards of tourism and travel industry. Theyadse in search of new and
updated marketing strategies and avenues to makanAdhjoyable paradise
for both local and foreign guests. The MSEs’ apild navigate through the
COVID-19 crisis shows that there will be new oppaities for them to
reinvent businesses based on their past experidndaseeded is institutional
and efficient policy support.

Conclusion

The key finding of the analysis is that MSEs hagmdnstrated their capacity
to survive through a crisis and key stakeholdeupgsoneed to take a full
advantage of this positive response.

It is apparent that more efficient and effectivstitutional and policy support
system could help MSEs to steer through the chgdiempresented by the
pandemic and turn these challenges into opporasitdo reinvent their
businesses. Thus, supporting MSEs should be thefoais of economic and
social development strategies at national, progiremd district level. As the
COVID-19 pandemic is a crisis with an unforeseeablding, the government
has to ensure efficient delivery of institutionaldgpolicy support systems to
create a more resilient and sustainable MSEs péatlg in high growth
sectors such as tourism.
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I ntroduction

Investment is a significant component of the aggteglemand that plays a
vital role in the growth of output, employment, gom@ductivity in the long-
run. Over recent decades, the cross country vam&tn investment have been
remarkable. As noted in Lim (2014), between 1988 2010, the variability
in the rate of gross fixed capital formation ranpetiveen 1 to 90 percent of
GDP worldwide, the greater part of which has comoenfthe developing
countries that also exhibit higher diversity innter of their institutional
structures.

The conventional belief is that the accumulationneestment funds, labor
growth, and productivity rise explain the growtheraf economies. The role
of a sound institutional environment as an essgmtgacondition to providing
a healthy climate for factor accumulation and puaiiity growth is mostly
neglected in the neoclassical theories of econgnoieth. However, recently,
a big strand of literature emerged that has broatknowledged the
importance of institutions for technological proggeand innovation, FDI,
financial development and more extensively for @toic growth. A dynamic
analysis of the impact of institutional quality factor accumulation is far less
discussed in the literature that demands furthezstigations.

Objectives

The objective of this paper is to test the impdcinstitutional quality on
domestic investment using the three indices ofititgins that we have
constructed for the purpose of this study.
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M ethodology

This study used panel dataset of 92 countries igf-income and 45 middle-
income) for the period 1995-2017. The primary sesraf the data are World
Economic Outlook, IMF, World Development Indicatafsthe World Bank,
and the Fraser institute’s economic freedom dataldaeal GDP per capita,
gross domestic saving, gross capital formation,ekim credit provided to the
private sector, and interest rate data are deffinaed the World development
indicators (WDI) database. We have used grossatdpitmation as a proxy
domestic investment, and domestic credit providethé financial sector is
used as a proxy for the level of financial develepm Average consumer
price from World Economic Outlook (WEOQ) is usedaagroxy for inflation,
and for the construction of institutional indiceéee data for the selected
variables are derived from Fraser institute’s dasalof the economic freedom
of the world.

In this paper, we use the Arellano-Bover (1995}eaysGMM to estimate an
augmented version of the MRW (1992) model (equalipnThe generaied
method of moment (GMM) has grown in popularity amoesearchers due to
its characteristic of correcting the problems ofi@yeneity, omitted variable
bias, measurement error, and unobserved countrerdgsneity in
econometric studies (Bond et al., 2001). We halleed Roodman (2009)
to choose the number of lags, and we have pai@ etisntion to keeping the
number of the instrument below the number of ceegions. As suggested
by Arellano and Bover (1995), we have used the éodvworthogonal deviation
transformation method to remove the unobservediddal effect.

Lt = ag + a1V + azli—q + a3INS; + ayZiy + as6C + g (1)
it = W + 8it~ i.i.d (0, O'l'z)

Where, I;, andY;, are investment and output respectivdly, ; is the one
period lag of investment — we have used the tramsdd initial value off as

an instrument for the predetermined variablas the user cost of capital
proxied with the rate of interegtyS;; is the institutional quality variablé&,,

a set of controls, and;; is the error term consists of two-component, a
country-specific componemt, and an idiosyncratic componeaht. Controls
here include variables such as domestic savinttiom, and total credit to
the private sector.
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Results and Discussion

Table 1 and Table 2 show the empirical resultgtierimpact of institutional
quality on investment for the middle-income andhhigcome countries,
respectively. The dependent variable is domestiestment. The independent
and control variables include our measures oftutgdnal quality, output, cost
of capital, gross domestic savings, inflation, a@odhestic credit provided to
the private sector. All explanatory variables exdefbation are with expected
signs and statistically significant at the standaguificance levels.

Table 1: Results of Investment Regression for Méiddtome Countries

Two-step system GMM One-step system GMM

Variables gcf gcf gcf gcf gcf gcf
gcf 1 0.547**  0.572** (0.527**  (0.583*** (0.590*** (0.576***
(0.021) (0.026) (0.026) (0.051) (0.051) (0.052)
In_rgdppc  0.161** 0.097 0.074 0.175*** 0.097* 0.09
(0.039) (0.049) (0.045) (0.036) (0.049) (0.037)
r -0.094***  -0.103** -0.091*** -0.088*** -0.080*** -0.078***
(0.017) (0.028) (0.022) (0.020) (0.020) (0.020)
gds 0.121**  0.144** (0.135**  0.114***  (0.13***  (0.125***
(0.017) (0.019) (0.018) (0.015) (0.019) (0.016)
cpi 0.268***  0.307*** (0.299***  (0.265***  0.287*** (0.272***
(0.041) (0.040) (0.041) (0.052) (0.055) (0.053)
cre_to 1.677** (0.583** 1.762**  1.900*** 0.884*** (.858***
(0.090) (0.042) (0.089) (0.093) 0.072) (0.095)
Ispr 0.176*** 0.137***
(0.028) (0.029)
regu 0.198*** 0.182***
(0.051) (0.049)
comp_inst 0.139*** 0.11 7%
(0.023) (0.021)
# of Obs. 505 505 505 505 505 505
# of Groups 39 39 39 39 39 39
No. of Inst 31 31 31 31 31 31
AR2 (p-value) (0,972 0.909 0.952 0.958 0.908 0.953
Hansen 0.227 0.155 0.197
(p-value)

Note: Standard errors in parentheses. *, ** and-re&present variables are stationary at 10%,
5% and 1% level of significance respectively
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The coefficients of the institutional proxies shthat institutional quality has
a large and significant impact on domestic investmén the case of the
middle-income countries, one percentage point asmén institutional quality
measured by the quality of the legal system anggaty rights, and the quality
of regulations increases the domestic investmeiat parcentage of GDP by
17.6 percent and 19.8 percent, respectively. Howefge high-income
countries, although the effect of institutions amastment is significant, the
magnitude of the impact is much lower. One perggniaoint of increase in
the quality of legal system-property rights andutatpry quality in an average
high-income countries leads to a 4.7% and 7% irsergadomestic investment
as a percentage of GDP, respectively.

Table 2: Results of Investment Regression for Higlome Countries

Two-step system GMM One-step system GMM
Variables  gcf gcf gcf gcf gcf gcf
gcf_1 0.694**  0.725**  0.698** 0.708*** 0.718** (0.714***
(0.025) (0.028) (0.031) (0.048) (0.047) (0.047)
In_rgdppc 0.142** 0.109*** 0.137** 0.160*** 0.109 0.148**
(0.026) (0.020) (0.020) (0.039) (0.044) (0.045)
r -0.304***  -0.308*** -0.303*** -0.274*** -0.283*** -0.280***
(0.026) (0.026) (0.026) (0.057) (0.058) (0.057)
gds 0.039** 0.037** 0.037** 0.033* 0.031* 0.032*
(0.010) (0.010) (0.011) (0.013) (0.012) (0.013)
cpi 0.594**  (0.587**  0.600*** 0.569*** 0.575** (.577***
(0.041) (0.038) (0.042) (0.101) (0.103) (0.102)
cre_to 0.082**  0.079*** 0.081** 0.077*** 0.080** 0.077***
(0.005) (0.006) (0.006) (0.014) (0.014) (0.014)
Ispr 0.045** 0.029*
(0.045) (0.018)
regu 0.070%** 0.082*
(0.017) (0.037)
comp_inst 0.027* 0.020
(0.011) (0.014)
#. of Obs. 526 526 526 526 526 526
# of Groups 41 41 41 41 41 41
# of Inst. 31 31 31 31 31 31
ARZ (p-value)  (0.865 0.883 0.861 0.802 0.824 0.782
Hansen (p- 0.100 0.080 0.181

value)

Note: Standard errors in parentheses. *, ** and-re&present variables are stationary at 10%,
5% and 1% level of significance respectively
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Conclusion

In this paper, we have looked at the impact oftunsbns on investment using
a panel dataset of 92 countries for the period 1@93017. The analysis
suggests that the quality of institutions playtalviole in domestic investment
in both high-income and middle-income countrieswdweer, we have found
a stronger effect of institutions for investmenthwe case of middle-income
countries. Between the two measures of institutitims index of the quality
of regulation is found with relatively higher impance for domestic
investment generation. These findings show thatrégeilatory efficiency,
well-defined and enforceable property rights, amel quality judicial system
strongly stimulate investment and drive capitabueses towards the most
productive employments.
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Road Traffic Congestion Induced CO, Emission: Evidence from Kandy
City in Sri Lanka
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Abstract

Transportation plays a significant role in carbooxale (CO2) emissions.
This paper examines traffic congestion and its chga CO2 emissions in
Kandy city. Data were collected between Novembet Brecember 2018
using road monitoring surveys which includes vehicbunting and time
recording. The results show that cost of extra é@elsumption due to traffic
congestion is Rs. 12.94 million during 12 hour ¢iaye which account Rs.
4.72 billion per year. The total G@mission weight is estimated 263.48 tons
per day which is 96,170 tons per year. Approxinyatsh % of the total
emission is contributed by the bus, lorry and tratkle combined effects of
car, cabs, jeep and wagon is more than 27%. Thiy stlso identifies the
contributing of CQ emission by diesel, petrol and hybrid vehicle saady
in the study area. The results of the study proti@edirect evidence on the
magnitudes of the unnecessary fuel loss and mamiéithe CQ emission
due to road traffic congestion in Kandy city in Bainka.

Keywords: Traffic congestion; Loss of fuel; CO; emission; Kandy city

I ntroduction

Road traffic congestion is a situation in which @ea for road space
exceeds supply. It occurs when the road capacigs dwt meet traffic
demand at an adequate speed, traffic controls @iresffectively used, or
there is an incident on the road due to an accidendisabled vehicle.
Congestion can occur during any time of the day alwhg any type of
roadway while it has an impact on both the speedavkl as well as on the
reliability of travel conditions. Road traffic congestion ifam areas is often
the outcome of successful urban economic developi@mkrabartty and
Gupta, 2015). However, congestion prevents us freowing freely while
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generating direct additional cost elements sudtaasl time delay, travel time
unreliability, excess fuel consumptidif), emissions.

With the rapid urbanization, it is evident that cuosrcial and socio-
economic activities tend to centralize only in nmma@@ties in a country
(Vliege et al. 2000; Ali et al. 2014). This has kedincrease the number of
commuters daily travelling to the citi€blarriet et al. 2013). As a result,
while the economy is contributed by way of incregsproduction and real
income of household, the accumulation of vehiclpybation creates a huge
burden to the society which is not understood pilgg®y the urban planning
authorities in most developing countries. Roadfittatongestion directly
increase a loss of resources including extra tintefael (Hartgen and Fields,
2009; Harriet et al. 2013). Moreover, it creategénaxternal costs in terms of
excess fuel consumption and contributing to highemnission level
which directly has some impacts on society in tivenk of increasing health
issues and global warming.

Total vehicle population in Sri Lanka has dramafycancreased with a
compound annual growth rate of 10 % between 2018 2016
(Karunarathna et al. 2018). The growth of vehigeis1000 people from 2008
to 2015 was raised 171 to 305 (Department of Mdt@ffic, 2016). This
growing trend in vehicle population provides import implications on Sri
Lankan society, economy and environment. A largetign of vehicles in Sri
Lanka are driven in major cities and much of tlseiés related to the transport
sector in Sri Lanka are associated with urban enwrent. The traffic
congestion on streets in major cities in the cquistigetting worse each day
as people shift from unorganized, outdated andoneerded public transport
modes and started to use their private vehiclea: travel speed due to the
traffic congestion results in high G@missions to the environment, loss of
productivity and production, deteriorating the hieabkpital and increasing the
other costs components such as adaptation (for@erdming closer place to
the city). All these have resulted in a massivaremmental, financial, health
and man-hour loss, waste of fuel, wear and teaebicles (Jayasooriya and
Bandara, 2017).
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Given this background this research attempts tionagé cost of excess fuel
consumption and amount of extra carbon emission tdueoad traffic
congestion in Kandy city in Sri Lanka using sundgta collected in 2018.
Methodology used byakouei et al. (2012)Ali et al. (2014) is used to
calculate extra CO2 emission of traffic congestidhe results of this study
will help understand the magnitudes of the unnexgdsel loss due to vehicle
congestion in Sri Lanka.

Literature Review

A number of studies have already been undertaka@mnvéstigate the various
aspects of urban traffic congestion and its immacindividual, businesses
and the economy as a whole (Arnott et al. 1993ef&h1994; Lindsey and
Verhoef, 2000; Weisbrod et al. 2003; Small et @02 Brownstone and
Small, 2005; Parry et al. 2007; Barth and Boritsmonsin, 2008; Palma and
Lindsey, 2009; Harsman and Quigley, 2010; DuraatmhTurner, 2011; Song
and Miller, 2012; Gallego et al., 2013; Cerruti139 Gibson and Carnovale,
2015). In general, all these studies have repeatééntified road traffic
congestion as one of the major factor for emissioiise world. These studies
mainly described the undesirable effects of trafficheir environments, like
air degradation due to vehicle emission and traf@ise pollution along with
the congestion.

Arnott et al. (1993) analyzed the impact of roaadfit congestion on urban
society and its economic implication using a dethdnalysis of the structural
model. Vliege et al. (2000) and Shefer (1994) idiest the gap between
private and social cost of vehicle travel and r@sgiinegative externalities
such as air pollution, noise pollution and produittiloss. According to Faiz

et al. (1996) and Chen et al. (2007) the emisstels depend heavily on
traffic-flow characteristics, such as average flspeed, the frequency and
intensity of vehicle acceleration and deceleratitve, number of stops, and
vehicle operating mode. De Vlieger et al. (200Q)d&s the environmental
effects of driving behaviour and congestion by eadesng passenger cars.
According to this study an intense traffic congastican increase fuel
consumption by 20 — 45.
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Barth and Boriboonsomsin (2008) found that traffiengestion induced
transportation plays a significant role in carbdaxdle (CO2) emissions.
Eliasson (2008) evaluated environmental effecti@pilot test of congestion
charging in Stockholm and found that possible ewmmss reduction by

changing the scenario was reduced 2 to 3%. Hartgeh Fields (2009)

examines the impact of congestion on accessildikey employment centers
and destinations within an urban region while Sawkid Alam (2010) study
the relationship of traffic and emissions in a dyiaurban traffic condition

in Delhi. They found high emissions level duringe@erations. Maparu and
Pandit (2010) found the delay in minutes on th&ednt corridors of Kolkata

to range from 20 minutes to about 60 minutes irtdigaa considerable
congestion on the roads of Kolkata.

Anas and Lindsey (2011) discuss the major negaéxeernalities of
transportation such the costs of greenhouse gasems, air pollutants, noise
pollution and accidental costs of congestion. W@€11) studied the impacts
of low-emission zones (LEZs) areas on air pollutiand the spatial
substitution effects in green versus dirty vehicl2anielis et al. (2011) and
Cerruti (2013) analyze the impact of a vehicle yiadin charge on nitrogen
oxides concentration in Milan. Carrillo and Mallk(13) estimated the impact
of driving restrictions on vehicle flows and carbmonoxide emission. Viard
and Fu (2014) evaluate the environmental benefit aconomic cost of
Beijing’s driving restrictions. According to thisusly air pollution falls 19 %
during every-other-day and 7 % during one-day-peekwestrictions. Bento
et al. (2014) discusses the welfare effects of mpaffic congestion while
Song et al. (2015) developed the delay correctiadleh(DCM) to predict
emissions from buses traversing intersections basedraffic variables.
Rodriguez et al. (2016) studies the influence ofinly patterns on vehicle
emissions using data from Latin American cities.

The review of previous literature shows that reseain this area are
numerous and number of researchers have usededifféechniques and
methodologies to measuE®, emission of road traffic congestion. However,
it is clear that most of these studies have tendedimply analyzeCO,
emission using secondary data in more sophisticaitels in developed
countries. Therefore, these studies have only geavlimited information to
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make appropriate policies on road traffic congestiodeveloping countries.
This study will partly attempt to fill this void ithe literature by estimating the
CO, emission of road traffic congestion in Kandy aiging survey data in Sri
Lanka.

M ethodology

The method used to estimate cost of excess fuesucoption and C®
emission is primarily based on the methodology thperl byKakouei et al.
(2012) andAli et al. (2014). For estimating the cost of exscigel consumption
of the traffic congestion, we first separated hé vehicles into four groups
namely diesel (d), petrol (p), hybrid (h) and electWe found 14 vehicle
categories for diesel vehicles, 7 vehicle categdoepetrol vehicles, 5 vehicle
categories for hybrid vehicles and 2 categoriesetectric vehicle’s. Then
within diesel vehicles, different type of vehiclémainly based on engine
capacity) is identified. Accordingly we have iddmtil 19 vehicle types for
diesel vehicles while the number is the same féropand hybrid vehicles.
Then total number of vehicles entering to the icitgach three hours time slots
under each vehicle type is recorded. After sortingthe vehicle type, we first
estimated the fuel expenditure for each vehicleetypr travelling one
kilometre in each road corridor under the free flge following Equation 1
is used for this purpose.

FEFF, =TFC XD....c.ooovvriirrciccn, (.):

Where, FEFFis the fuel expenditure (Rs.) that is neededdwdira specific
distance on a road corridor for a particular vehadtegory (i) under free flow.
TFGCi is the total fuel cost (Rs./per Km) of the ith hiede category and D is
the total travel distance(number of Km) in a speabrridor.

TFC, = 3 (FC, XNOV, )-rvveervveeeereeenenen (.1
t

Where FGis the fuel expenditufe (Rs/per Km) of the t vehicle type in a
specific vehicle category and NOW the total number of vehicles entering

18 Electric vehicles were dropped from the analysithay did not use petrol or diesel.
17 Fuel expenditure is estimated for each vehicle .tfgme this purpose we first estimated
number of liters (quantity) required to travel omen distance using the standard
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to the city in a specific time period in t vehidige. We next estimated the
fuel expenditure to travel the same distance undegested situation. Total
fuel expenditure due to the traffic congestion (EGf ith vehicle category

in a specific transport mode can be estimated usitmving Equation 3.

FETC :(FEFE JXATI] ............................. (..):
TFF

Where FEFHs the time (in minutes) that is needed to travgbecific distance
on a road corridor for a particular vehicle catgg@yrunder free flow, TFF is
the average number of minutes taken to travel #meesdistance of a road
corridor under free flow and ATTs the total number of minutes taken to
travel the same distance of a road corridor undsfi¢ congestion by
vehicle category. Accordingly, total extra fuel tq&FC) of I" vehicle
category of a specific transport mode due to taffongestion can be
estimated by using Equation 4.

EFC = FETC —FEFF, oo 4).(
Using estimates taken from Equation 4 extra fuakoonption quantity due to
traffic congestion can be estimated as follows.

EFQ = B G e (5).
FP,

Where EFQis the extra fuel consumption quantity (litter§}twe ith vehicle

category and FRs the fuel price per litter (Rs.) of j fuel typadiesel or petrol).

The estimation of the extra fuel consumption qugns done for the each
vehicle category in each time slots of a given #aythe different fuel

types as well as corridors separately. Finallyltetataken for the three
corridors.

This study estimates the total fuel expenditure ttuelelay related to the
deviation from actual time taken from free flow.efhthese cost components
are converted into liters of different fuel typa.drder to estimate totélO,
emission, CQEmissions Footprint Calculator used by Kakoueale{2012)

is used. Accordingly, burning a litre of diesel gnoes around 2.64 kgs of

(recommended) fuel consumption rate. Then the dwaist multiplied by average (survey
period) fuel price to identify the fuel consumptiexpenditure per Km for each vehicle type.
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carbon dioxide, whereas petrol has lower carbontecdnand produces
about 2.392 kg& Accordingly, CQ emission by ith vehicle category (&©
metric tons) is estimated by multiplying extra sejuantity consumed (by
each vehicle category) from emission per liter ngrof petrol or diesel and
dividing by 1000,000. This is given in Equation 6.

CO. = FQ, x Emission( per / liter); ©)
N 1000x 1000 e

This study will use primary data along with secaydiata. Primary data were
obtained from two surveys. First survey was thel rmanitoring survey while
second survey was the time monitoring survey. Dallacted from the vehicle
monitoring survey covering three road corridors tbé Kandy city in
November and December 2018 is mainly used to ifjetite number of
vehicles entering the city each day. Also, a tinmitoring survey carried out
during the same month is used to estimate the deteey (different between
the actual time taken and regulated time) for easthicle categories.

Results and Discussion

The details of those three main corridors are givedable 1. Table 2
summarizes details about the number of vehicle=iagtto the city from three
main corridors. According to the Table 2, totainier of vehicles entering
from 3 main corridors between 6.00am and 6.00p®B2i987 per day and
approximately 45 % of the vehicles enter the aityrf corridor 1 while 29 %
and 26 % enter from corridor 2 and 3 respectivéiurther out of different
vehicle categories cars (23 %), three wheel (20af6) motorcycles (29%)
show relatively higher percentages. The presencggpiificant amount of
motorcycles, three wheel and cars is mainly duentmnvenient public
transport system prevailing in Kandy.

8 1n general 1 liter of diesel weighs 835 g and ingiets for 86,2% of carbon, or 720 g of
carbon per liter. In order to combust this carltm@©,, 1920 g of oxygen is needed. The sum
is then 720 + 1920 = 2640 g of &er diesel. Further, 1 liter of petrol weighs(7§. Petrol
consists for 87% of carbon, or 652 g of carbonlpper of petrol. In order to combust this
carbon to C@ 1740 g of oxygen is needed. The sum is then 66246 = 2392 g of C&lliter

of petrol.
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Table 1: Details of the Corridor

Name Details

Peradeniya Town and Kandy Clock Tower / Hospital
Corridor 1 (C1) 6.5 Km- Free flow 13 minutes

Katugasthota Town and Kandy Market Station
Corridor 2 (C2) 5.4 Km- Free flow 14 minutes

Thennekumbura Bridge and Kandy Market Station
Corridor 3 (C3) 6.0 Km- Free flow 16 minutes

Note: Corridor 1 is a part A1 and AB42 while Comi? is a part of B70 and A9. Corridor 3
includes a part of A26

It is evident that during 6am and 9am 32 % of te&licles enter the city and
further between 12 noon and 3pm approximately 28 %&hicles are entering

to the city. Accordingly, these two time slots danconsidered as the peak-
hours in the city area.

Table 2: Number of Vehicles Entering from Three M@&iorridors
Corridor1  Corridor2  Corridor 3

Category (%) (%) (%) Total
Bus 50.46 26.44 23.11 3,484 (6.58)
Lorry 44.14 33.44 22.43 1,953 (3.69)
Truck 38.26 37.83 23.91 230 (0.43)
Bowser 39.68 14.29 46.03 126 (0.24)
Car 48.85 26.57 24.57 12,265 (23.15)
Cabs 52.01 33.17 14.81 621 (1.17)
Jeep 41.78 29.57 28.66 1,982 (3.74)
Wagon 52.38 28.51 19.11 1,638 (3.09)
Van 37.10 35.26 27.64 4,356 (8.22)
Ambulance 44.07 30.51 25.42 59 (0.11)
Three wheel 50.48 25.43 24.09 10,543 (19.90)
Motorcycle 38.62 32.42 28.96 15,625 (29.49)
Others 41.90 37.14 20.95 105 (0.20)
Total 23,801 15,537 13,649

(44.92) (29.32) (25.76) 52987

Note: Under the brackets of last column gives tiie@ntage of each vehicle category out of
total number of vehicles. Brackets of the last raports the % of vehicles coming from each
corridor.
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Large numbers of schools, hospitals, governmentesffare located along the
road sides of these three main corridors. Duhisofact a significant number
of office vans are also seen frequently during peakrs which carry school

children and office workers from the residence &evant schools or

workstations. Total number of vans entering todityis around 4,356 which

account approximately 8 % of the total vehicle flaith 12 hours in a given

day.

The average time to travel one kilometer distarare mainly depend on the
vehicle type as well as the time of the day. Uride flow average time taken
to travel one Km along Corridors 1, 2 and 3 are.®, and 2.7 minutes
respectively. Table 3 reports the average numbarimutes taken to travel
one Km distance during a particular day betweef@a&r0and 6.00pm along
these three corridors. It was clearly observethftbe table the bike (except
ambulance) has lesser delay while bus as wellakdrhas largest delay with
respect to the reference speed which in mainlytduleeir size.

Table 3: Average time taken to Drive along the @aons (minutes/ per Km)

Vehicle Category Corridor 1 Corridor 2 Corridor 3
Bus 9.69 10.42 8.00
Lorry, Truck Bowser 9.31 10.60 7.13
Car, Cabs, Jeep, Wagon 8.00 8.69 6.58
Van 8.46 8.29 6.54
Three Wheel 5.35 4.35 3.83
Motorcycles 3.58 4.54 3.42
Ambulance 2.88 2.73 2.54
Others 9.15 9.35 7.96

Note: Ambulances are exceptional as they arexpected to follow the rules applied to
drive on the road.

As the next step of the analysis we estimated dte tosts of extra fuel
consumption due to traffic congestion per day. the purpose, we divided
all the vehicles into diesel, petrol and hybrid.ddneach fuel type different
types of vehicles based on average fuel consumgtiwh engine capacity
were identified. This information helps to identiflye total fuel cost of a
particular vehicle type that is required to runpedfic distance of a road
corridor. Then the required fuel cost is estimatader free flow and actual
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time taken. The different between those two gisetha fuel cost due to traffic
congestion. The estimated fuel cost under diffetene slots as well as
different vehicle categories are given in Table 4.

Table 4: Estimated Value of the Extra Fuel Consumnpt

Vehicle Diesel Petrol Hybrid

Category Vehicle Vehicle Vehicle Total
2,538,722
Bus 2,538,722 (39.19)
Lorry, Truck 686,511
Bowser 686,511 (10.59)
Car, Cabs, 2,066,806
Jeep, Wagon 477,363 1,230,903 358,539 (31.90)
65,3876
Van 464,876 182,899 6,100 (10.09)
1,778
Ambulance 1,778 (0.03)
315,337
Three Wheels 315,337 (4.86)
170,667
Motorcycles 170,667 (2.63)
43,909
Others 43,909 (0.67)
4,213,161 1,899,807 364,640
Total (65.04) (29.33) (5.63) 6,477,609

Note: Under the brackets of last column gives thecgntage of expenditure out of total
expenditure for extra fuel consumption. Brackettheflast raw reports the % distribution of
extra fuel expenditure among different fuel type.

The information given in Table 4 represents théed#ince in cost taken to
travel a given section of roadway during free flamd real time. It is evident
that the estimated cost of extra fuel consumpt®oRs$.6.47 million per day
which will be Rs. 194.10 million per month and Rs36 billion per year for
one direction travel delay (only entering to thig)ciThe analysis also finds
that approximately 65 % of the total excess fuat€ds coming from diesel
vehicles while others contribution is approximat8fy %. Also combined
effects of bus, lorry, truck and bowsers are mtwant50 % of the diesel
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vehicles. The total combined costs of car, cadep jand wagon which are
mostly privately used vehicles appear as 32 % @tdkal costs.

Table 5: Total Extra Fuel Consumption (litters)

Vehicle Diesel Petrol Hybrid

Category Vehicle Vehicle Vehicle Total

Bus 21,484 21,484 (42.06)

Lorry, Truck

Bowser 5,809 5,809 (11.37)

Car, Cabs,

Jeep, Wagon 4,039 8,385 2442 14,867 (29.11)

Van 3,934 1,245 41 5,221 (10.22)

Ambulance 15 15 (0.03)

Three Wheels 2,148 2,148 (4.21)

Motorcycles 1,162 1,162 (2.28)

Others 371 371 (0.73)
35,654 12,942 2,484

Total (69.80) (25.34) (4.86) 51,080

Note: Average diesel price per liter was Rs. 11&d@ average petrol price per liter was Rs.
146.79 in 2018.

As the next step of the analysis extra fuel congionps estimated and these
estimates are given in Table 5. Average fuel comdiom quantity of
classified modes and their proportions are alseavaho same Tables. Total
extra fuel consumption by all vehicles are 51,0B6rd in a given day.
Accordingly, the estimated extra fuel consumptiammfities due to the
existing traffic congestion are 35,654 liters ads#l and 14,426 liters of petrol.
Contribution of 3,484 buses for the total fuel aamption is 42 % while the
combined effects of 16,506 car, cabs, jeep and w&@9.11 %. Increasing
fuel consumption on the road mean emissions ineraas air quality will
only get worse. Therefore, as the final step ofahalysis we estimated the
extra CQ emission due to road traffic congestion. Thesenasés are given
in Table 6.
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Table 6: Total Extra CO2 Emission due to Road Teaffongestion (MT)

Vehicle Category Diesel Petrol Hybrid Total

Bus 57.15 0 0 57.15 (43.38)

Lorry, Truck

Bowser 15.45 0 0 15.45 (11.73)

Car, Cabs, Jeep,

Wagon 10.75 20.06 5.84 36.65 (27.72)

Van 10.46 2.98 0.10 13.54 (10.28)

Ambulance 0.04 0 0 0.04 (0.03)

Three Wheels 0.00 5.14 0 5.14 (3.90)

Motorcycles 0.00 2.78 0 2.78 (2.11)

Others 0.99 0 0 0.99 (0.75)
94.84 30.96 5.94

Total (71.99) (23.50) (4.51) 131.74

Note: These€0, emission estimates are only for the delay of #igiale that are entering to
the city.

Given the standard emission rates, @@ emission caused by excess fuel
consumption due to congestion is estimated. Tla@0t, emission weight is
estimated 131.74 tons per day which is 48,085 pamsyear for the 3 main
corridors when considering the vehicles that atererg to the city during 12
hours a day. Approximately 43 % of the total entisss contributed by the
bus while combined effects of car, cabs, jeep aagon is more than 36 %.
As shown in Table 6, about 93 % of @), emissions in Kandy are produced
by 9 vehicle categories which includes bus, lotryck, bowser, car, cabs,
jeep, vegan and van while the three wheel and mttas has lower CO2
emission than other vehicles. Furthermore, it igntb that the structural
characteristics of the city such as number of éngseoads, the number of
vehicles parked along the roadsides, crossingtnaks, closer location of
schools, hospitals, temples, availability of numbesmall temporary shops
(small hut-type shops) along the roadsides, narcoessing bridge and
availability of main junctions have resulted in ri@asing traffic congestion
significantly in the study area.
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Conclusions and Policy Recommendations

The main purpose of this research is to estimateafextra fuel consumption
and extra C@emissions of road traffic congestion using sumyata in Kandy
city in Sri Lanka. Data collected from several yw covering in November
and December 2018 is used to estimate cost of é&x¢taconsumption and
CO, emission due to traffic congestion in the studgaamResults show that
approximately 53,000 vehicles are entering to thedy city area during 12
hours (day time) of a day from three main corriddtgs can be approximately
doubled when considering total number of vehidias &re entering to the city
as well as exiting from the city. Accordingly thetienated extra fuel
consumption quantities due to the existing traibogestion are 35,654 liters
of diesel and 15,426&s of petrol for 12 hours duration per day. The vabtie
extra fuel consumption due to existing traffic cestion in the city area is Rs.
194.10 million per month. If we convert extra fumnsumption intaCO,
emission the total CO2 emission is estimated 3t862 per month in the city
area. Approximately 72 % of the total emissionastdbuted by the diesel
vehicles. The contribution of bus, lorry, truck anowser to the totatO,
emission is approximately 73 % while combined d@fex car, cabs, jeep and
wagon is more than 37 %. These figures can be appabtely double if
entering as well as exiting vehicles are taken atoount in the study area.

This research finding will contribute to pay immaii attention for this issue
(which is hidden) while achieving environmental noyement in the urban
areas in Sri Lanka. In the long term for reduct@, emissions from the
transportation sector, policy makers should payr thgention to introduce
more efficient vehicles and the use of alternafingds. In terms of alternative
fuels, many carbon-neutral options are availabllayo In general, results of
this study will provide an opportunity to make nesary policies that provide
incentives to protect urban environment that gdeeragional as well as
global benefits in the future.
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